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Preface

There is a growing interest among healthcare professionals and clinicians to apply non-invasive, time and cost-effective techniques as a complement to the battery of medical and clinical examinations currently undertaken for the early diagnosis or monitoring of brain and mental disorders. Previous research in this field, based on linguistic-oriented analysis of text and speech produced by such a population and compared to healthy adults, has shown promising results. Initially, work was based on written data (i.e. most commonly collected during formal assessment, and recently also datasets acquired form of blog posts, tweets, and social media in general) but there is a rapidly growing body of research based on spoken samples; and other modalities such as eye tracking; wearable and in-situ sensors data; text production measurements and digital pen strokes.

An important new area of research in natural language processing (NLP) emphasizes the processing, analysis, and interpretation of such data and current research in this field, based on linguistic-oriented analysis of text and speech produced by such a population and compared to healthy adults, has shown promising outcomes. This is manifested in early diagnosis and prediction of individuals at risk, the differentiation of individuals with various degrees of severity forms of brain and mental illness, and for the monitoring of the progression of such conditions through the diachronic analysis of language samples or other para and extra-linguistic measurements.

Nevertheless, there remains significant work to be done to arrive at more accurate estimates for prediction purposes in the future and more research is required in order to reliably complement the battery of medical and clinical examinations currently undertaken for the early diagnosis or monitoring of, e.g., neurodegenerative and other brain and mental disorders and accordingly, aid the development of new, non-invasive, time and cost-effective and objective (future) clinical tests in neurology, psychology, and psychiatry.

RaPID-2 will be an interdisciplinary forum for researchers to share information, findings, and experience on the creation and processing of data acquired or produced by people with various forms of mental, cognitive, neuropsychiatric, or neurodegenerative impairments, such as aphasia, dementia, autism, Parkinsons or schizophrenia. Particularly, the workshop focus on the creation, annotation, description, processing and analysis of linguistic, paralinguistic and extra-linguistic resources (e.g., spontaneous spoken language; audio-recorded samples and transcripts; eye tracking measurements; wearable and in-situ sensor data etc.) from individuals at various stages of these impairments and with varying degrees of severity in order to identify, extract, process, correlate, evaluate and disseminate various linguistic phenotypes and measurements and thus aid the diagnosis, monitor the progression or predict individuals at risk.

A central aim is to facilitate the study of the relationships among various levels of linguistic, paralinguistic and extra-linguistic observations (e.g., acoustic measures; phonological, syntactic and semantic features; eye tracking measurements; sensors, signs and multimodal signals). Submission of papers are invited in all of the aforementioned areas, particularly emphasizing multidisciplinary aspects of processing such data and the interplay between clinical/nursing/medical sciences, language technology, computational linguistics, natural language processing (NLP) and computer science. The workshop will act as a stimulus for the discussion of several ongoing research questions driving current and future research by bringing together researchers from various research communities.

Papers were invited in all of the areas outlined in the topics of interest below particularly emphasizing multidisciplinary aspects of processing such data and also on the exploitation of results and outcomes and related ethical questions. Specifically, in the call for papers we solicited papers on the following topics:

- Infrastructure for the domain: building, adapting and availability of linguistic resources, data sets and tools
- Data collection methodologies
- Acquisition and combination of novel data samples
- Guidelines, annotation schemas, annotation tools
- Addressing the challenges of representation, including dealing with data sparsity and dimensionality issues, feature combination from different sources and modalities
• Domain adaptation of NLP tools
• Acoustic/phonetic/phonologic, syntactic, semantic and pragmatic/discourse analysis of data; including modeling of perception (e.g. eye-movement measures of reading) and production processes (e.g. recording of the writing process by means of digital pens, keystroke logging etc.); use of gestures accompanying speech and non-linguistic behavior
• (Novel) Modeling and deep / machine learning approaches for early diagnostics, prediction, monitoring, classification etc. of various cognitive and psychiatric impairments
• Evaluation of the significance of features in diagnostics
• Evaluation of tools, systems, components, metrics, applications and technologies including methodologies making use of NLP; e.g. for predicting clinical scores from (linguistic) features
• Digital platforms/technologies for cognitive assessment and brain training
• Evaluation, comparison and critical assessment of resources
• Involvement of medical/clinical professionals and patients
• Ethical and legal questions in research with human data in the domain, and how they can be handled
• Deployment
• Experiences, lessons learned and the future of NLP/AI in the area

Most of these topics lie at the heart of the papers that were accepted to the workshop which features 6 oral presentations.

We would like to thank all the authors who submitted papers, as well as the members of the Program Committee for the time and effort they contributed in reviewing the papers. We are also grateful to Yasunori Yamada, PhD. Aging Research, IBM Research – Tokyo, for accepting to give an invited talk at the workshop with the title: “Behavioral features for elderly health monitoring”.
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Abstract
In the past decade the preclinical stage of Alzheimer’s Disease (AD) has become a major research focus. Subjective cognitive decline (SCD) is gaining attention as an important risk factor of AD-pathology in early stages of mild-cognitive impairment (MCI), preclinical AD and depression. In this context, neuropsychological assessments aim at detecting sorts of subtle cognitive decline. Automatic classification may help increasing the expressiveness of such assessments by selecting high-risk subjects in research settings. In this paper, we explore the use of neuropsychological data and interview based data designed to detect AD-related SCD in different clinical samples to classify patients through the implementation of machine learning algorithms. The aim is to explore the classificatory expressiveness of features derived from this data. To this end, we experiment with a sample of 23 memory-clinic patients, 21 depressive patients and 21 healthy-older controls. We use several classifiers, including SVMs and neural networks, to classify these patients using the above mentioned data. We reach a successful classification based on neuropsychological data as well as on cognitive complaint categories. Our analysis indicates that a combination of these data should be preferred for classification, as we achieve an F-score above 90% in this case. We show that automatic classification using machine learning is a powerful approach that can be used to improve neuropsychological assessment.

Keywords: early diagnostics, disease classification, feature selection, Alzheimers Disease, neuropsychology

1. Introduction

According to the world Alzheimer report, over 46 million people are estimated to have dementia. This number is expected to rise (Prince et al., 2015). Early detection and accurate diagnostic in preclinical stages is therefore of paramount importance. As an indicator of the earliest clinical stage of Alzheimers Disease (AD) subjective cognitive decline (SCD), defined as the individual’s concerns related to cognitive functioning, is gaining interest in different settings (Jessen et al., 2014). With the growing interest in early diagnosis and early detection, SCD has been proposed as an established risk factor for AD, increased risk of future cognitive decline (Koppara et al., 2015) and abnormal AD biomarkers (Amaniglo et al., 2012; Chetelat et al., 2010; Wolfsgruber et al., 2013; Buckley et al., 2017). However, in older community based samples the prevalence of memory concerns varies from 25-50% (Jonker et al., 2000) which made it difficult to distinguish AD-related cognitive complaints from those related to normal aging. Furthermore, subjective cognitive decline (SCD) is reported in the context of depression (Balash et al., 2013) and has been positively associated with SCD in different samples (Buckley et al., 2013; Benito-León et al., 2010). Some researcher therefore argued that SCD is mainly driven by depressive symptomatology than being an indicator of an underlying AD-pathology. Current investigations try to refine the assessment of SCD with the aim to find AD-like complaints and those which may be more representative of a mood disorder or of aging in general (Molinuevo et al., 2016; Rabin et al., 2015). In line with the problematic assessment of SCD, some common-used neuropsychological screening tests such as the Mini-Mental State Examination (MMSE) are not sensitive enough for a reliable detection of subtle impairments presented in patients with mild cognitive impairment (MCI). Even when some results suggest specific types of neuropsychological deficits associated with Major depressive Disorders (MDD), it is still challenging for clinicians to differentiate subjective complaints as a result of a depressive symptomatology from cognitive complaints in the context of preclinical and prodromal AD (Zihl et al., 2010). In memory-clinic settings, early detection of AD is time consuming and require multiple cost intensive information (e.g. neuropsychological testing including subjective concerns and objective impairment, detailed medical history and neurological examination) as well as clinicians with a certain level of expertise. Current assessments of subjective cognitive decline are unable to capture all aspects of SCD specific for preclinical AD and could potentially confound results in the SCD field. Recently, studies started to compare specific aspects of cognitive complaints in different samples using qualitative interview based approaches (Buckley et al., 2015; Miebach et al., 2017; Miebach et al., 2018).

In conclusion, there is large room for improvement regarding the quantitative assessment of SCD and subtle cognitive decline which pose a major task for further research (Jessen et al., 2014). Automatic classification and machine learning might help detecting specific assessment strategies for preclinical AD and the refinement of neuropsychological test batteries.

We generated various neuropsychological and clinical parameters from patient conversations and examinations. To allow automatic classification using this data, we used multiple types of classifiers (SVM, neural networks) to make a diagnosis. In some cases we even managed to get a classification reaching an F-score of more than 90%. In any event, it is very time-consuming to generate the underlying medical data. Therefore, it is of utmost importance to generate only those data that is required to pro-
duce a good classification. To find out this data, we evaluated different approaches. On the one hand, we used a genetic search over the underlying feature space to find out which subset of features leads to better results. On the other hand, we calculated distance correlation to detect dependencies between pairs of features. We discovered that in some cases, less than 50% of the features of the underlying medical study suffice to generate the best performing classification.

2. Related Work

Machine learning techniques are becoming more and more popular in clinical research and are an established technique in MRT studies (Bede, 2017). Recent studies start from optimizing neuropsychological assessment for cognitive, behavioral and functional impairment using machine learning (Battista et al., 2017). However, studies using automatic classification to distinguish AD from non-AD patients did not focus on earlier preclinical or early MCI stages (Gurevich et al., 2017). Further, modern machine learning techniques have up to now only very rarely been used for the differential diagnosis of cognitive complaints based on the results of interview data. Mehler et al. (2016), for example, automatically analyzed physician-patient talks for differentiating patients suffering from epilepsies or dissociative disorders. This was done by means of the text2voronoi algorithm, which is also used in this paper. Regarding the assessment of SCD, Miebach et al. (2017) were able to confirm several qualitative complaint categories proposed by Buckley et al. (2015) which are specific for memory-clinic and depressive patients. This suggests that the subjective experience of cognitive decline can be captured by means of a set of interview questions and categories and therefore could be useful for clinicians to detect individuals at high-risk for AD. Investigations of MCI patients self-awareness and experience of their diagnosis have revealed that qualitative approaches may well lead to a more in-depth view than quantitative measurements Lingler et al., 2006; Roberts and Clare, 2013. However, a qualitative approach is more time consuming than a quantitative one making the diagnostic process more cost intensive. With the gaining interest in an improved detection rate of AD-pathology with less time and cost intensive screening tools, clinicians have the unique opportunity to take advantage of automated classification techniques. This exploratory example of machine learning combined neuropsychological data for the assessment of cognitive impairment and qualitative extracted interview-based features for cognitive complaints in memory-clinic-patients, depressive patients and in healthy controls.

3. Models

In the present study, we experiment with several classification models to be independent of the classifier and to assess the significance of features while being less dependent on these classifiers. As input, the classifiers are fed with neuropsychologically and clinically determined feature values. The neuropsychological part of our study includes a test battery for assessing cognitive performance and depressive symptoms. The clinically determined values are ratings based on qualitative interviews designed to capture aspects of subjective cognitive complaints in the context of preclinical dementia. In contrast to the neuropsychological data set these values are based on expert ratings instead of self-ratings or performance measures. The different group status (memory-clinic-patients, depressive patients, healthy controls) were set as output. Since we only have a limited amount of data, we carried out a leave-one-out cross-validation for each classifier being tested. This makes sense since each patient is referred to individually for classification. With other data splitting methods, the risk of overfitting is too high (achieving good results on a given split, while performing bad on another one).

3.1. SVM

As a baseline for the experiments we trained a Support Vector Machine (SVM) and used it for classification. This is done by means of the SVM-light (Joachims, 1998) implementation using the radial basis function (RBF) kernel. To find optimal parameters for training, we carried out a parameter study on the gamma and the cost parameter. For the cost parameter we examined values between 0.01 and 0.000001; for the gamma parameter we considered values in the range of 1 and 100000.

3.2. Neural Network

To carry out the same experiments using modern classification methods, neural network-based methods were indispensable. To this end, we used the framework Keras (Chollet and others, 2015). More specifically, we trained a feed-forward network to get a classifier of medical data. Here again, we conducted a parameter study to find the best performing parameters in each experiment. The following parameters were evaluated:

- optimizer: [adam, adamax, rmsprop]
- dropouts: [0.25, 0.5, 0.75]
- layersize: [50, 100, 200, 500]
- layersize2: [0, 50, 100, 200]

We achieved the best results with a dropout of 0.25, adam (Kingma and Ba, 2014) as optimizer and two hidden layers.

3.3. Systematic Feature Evaluation for SVM

We examine the impact of feature selection on the F-Measure. While some features may consistently contribute to good classification results, others may reduce performance. That is, we expect that using all available features will most likely not yield the best F-Measure. Since a systematic evaluation of all $2^3 - 1 = 7$ feature combinations is impossible, we apply several approaches to determine local optimal values and to examine the overall robustness of the feature set. If not stated otherwise each evaluation of a given feature set includes a parameter study regarding the optimal gamma and cost value for the SVM. Here again, our studies are based on SVM-light (Joachims, 1998).

We start with performing a genetic search for optimal feature selection. Genetic algorithms have successfully been
used for feature selection (Li et al., 2005). In our case, a population of $n$ variants, which have been initialized randomly, are evaluated, ranked and flipped (bitwise) over $t$ turns. In each turn, the best ranking variants are kept and mutated to generate additional variants while worst performing instances are dropped. In this way, a hill-climbing algorithm is implemented that approaches local maxima of better performing subsets of features.

3.3.1. Top-down and bottom-up search
In order to examine the overall robustness of the feature set we gradually remove features from the entire set (top-down).

In addition we explore the effect of gradually increasing the number of features starting from an empty set (bottom-up). At each step, the feature that maximizes the performance of the remaining set is added or removed, resulting in $2^n$ computations. Whenever multiple variants achieve the same top value we chose one of them randomly. Applying this methodology to feature reduction is an important step, as it not only improves the classification results but also helps reducing the computation time in further analyses.

3.4. text2voronoi
Mehler et al. (2016) have developed a new classification method which visualizes input texts and then uses the visual representation of these texts to drive the classification. The advantage of this method is that one gets a visual depiction of the underlying text that can be used by analogy to MRI scans. Instead on working on the content words of a text, text2voronoi is mainly working on distributions of grammatical features of words in this text. In this way, it allows for completely abstracting from text content. This is indispensable when dealing with rather short talks of doctor and patients which, though describing the same disease, may select words of a completely unrestricted semantic universe. Using grammatical information, embeddings are produced by means of word2vec (Mikolov et al., 2013). Then, a Voronoi tessellation is calculated on this data to map texts onto 2- or 3D spaces. Finally, the resulting depictions are used explored to drive the classification.

3.5. fastText
We additionally experimented with fastText (Joulin et al., 2016), an efficient text classifier, to compare it with text2voronoi. fastText is based on a feedforward neural network with only one hidden layer. Joulin et al. (2016) show that fastText compares with state-of-the-art classifiers while being faster than its competitors.

4. Experiment
4.1. Sample description
The total sample of this study includes n=65 older subjects (mean age=70.03 years; 52.3% female). All participants were above the age of 55 and had sufficient ability to speak German. All procedures contributing to this work comply with the ethical standards of the relevant national and institutional committees on human experimentation and with the Helsinki Declaration of 1975, as revised in 2008. The study was approved by the local ethical committees of the University of Bonn, and informed written consent was obtained from all subjects.

Memory-clinic patients (MC)(n=23) were referred by their general practitioners to the Clinical Treatment and Research Center for Neurodegenerative Disorders (KBFZ), Department for Neurodegenerative Diseases and Geriatric Psychiatry, University Hospital Bonn for a diagnostic work up of cognitive functioning. Diagnosis of AD Dementia or MCI was made according to the core clinical criteria of the NIA-AA (Albert et al., 2011) McKhann et al., 1984). The diagnostic procedure included a cognitive assessment, detailed medical history, and a neurological examination. Of the total sample 15 fulfilled the core clinical criteria of mild cognitive impairment (MCI) according to the NIA-AA criteria (performance under 1.5 SD below age, gender, education adjusted norm)(Albert et al., 2011). The remaining 8 patients only had subjective concerns without objective impairment, and were classified as patients with Subjective CognitiveDecline (SCD).

Major depressive Patients (MDD) (n=21) were recruited from the Clinic of Psychiatry and Psychotherapy, University Hospital Bonn. All patients fulfilled a diagnosis of a unipolar, major depressive disorder according to ICD-10 criteria (Organization, 1993).

The Healthy control group (HC) (n=21) was recruited from a scope of a normative study of the German Center for Neurodegenerative Diseases (DZNE) Bonn that evaluated neuropsychological performance of healthy older individuals. They were excluded from the participation when they (1) were concerned about mental abilities or memory (2) had been in psychological, psychiatric or neurological treatment within the last 6 months (3) had any severe or chronic disease (e.g. diabetes or MS) (4) had experienced head injury with a loss of consciousness, (5) had a neurological disease (e.g. AD or Parkinson) (6) or had a relative with a first-degree relative with a documented diagnosis of neurodegenerative disease in their family history.

4.1.1. Clinical Rating of cognitive complaints
The Clinical rating was made based on a semi-structured interview designed to capture all complaint categories proposed by (Buckley et al., 2015). The Interview similar to a clinical routine interview, started with an open question asking whether the patient had noticed "any changes in memory or thinking during the last years" followed by detailed questions about the complaint itself. The interview procedure followed a semi-structured format and lasted between 8 and 31 min. Each interview had an unstructured beginning, which allowed patients to determine the initial focus of the conversation. If cognitive changes were reported, the participants were asked to give an example of their everyday life. Then the patient was asked whether he/she has noticed further cognitive problems followed by the request to give an everyday example. This process was repeated until the participant did not mention further complaints. He/she was then asked to name the most concerning symptom which was selected for further detailed questioning. If the participant reported another concerning symptom, we repeated the detailed questions
about the complaint itself. Therefore, 58% of the sample named two concerning symptoms. All interviews were digitally recorded and later transcribed verbatim by the interviewer. Data for analyses presented in this manuscript were derived from the ratings of a single clinical psychologist (LM) who also conducted all the interviews. To capture all aspects of cognitive complaints, the clinical rating in this study was based on a glossary of cognitive complaints based on a combination of the cognitive complaint categories proposed by (Buckley et al., 2015) and the complaint themes proposed by (Miebach et al., 2018). The glossary contains the following categories: *Increasing frequency*, Sense of predomination and growing concern, *Situational lapses*, Relative absence of spatio-temporal contextualisation, burdensome coping strategies, Dismissive attitude, attentional fluctuation/vagueness, Impact on affect, *Progression*, an over-endorsed complaint, dependency, affective influence on memory, distractible speech, general complaints about increasing memory problems, difficulties in Action monitoring, difficulties in initiating actions, deceleration, slowing of cognitive processing speed, nonspecific overwork, forgetfulness, short-term memory problems, content memory problems, blank mind, loss-of-control experience, derealisation, formal though disorder, prospective memory, planning, learning, cognitive flexibility, increased distractibility, concentration difficulties, word finding difficulties, memory for names, dyscalculia, visual-spatial disorientation, general decline, no changes in cognitive functions. The categories were extracted from the interview material using inductive qualitative approaches. The complaint categories based on (Buckley et al., 2015) were related to the grounded theory (Strauss and Corbin, 1997) whereas the complaint themes extracted by (Miebach et al., 2018) were based on the interpretative phenomenological analysis (IPA) (Smith et al., 2009). Therefore the presented deductive rating of cognitive concerns is based on two different phenomenological approaches which allows to capture highly nuanced and contextualized aspects of subjective experiences (Smith et al., 2009). The Interview procedure and categorization system are described in detail in (Miebach et al., 2017; Miebach et al., 2018). For the coding process, we used a deductive category assignment similar to qualitative content analysis (Mayring, 2014). Participant’s responses were coded using a binary coding system (i.e. 0=theme absent; 1=theme present).

### 4.1.2. Neuropsychological assessment

The Neuropsychological assessment included a set of different clinical measurements for global memory and cognitive performance specifically designed for early diagnosis of AD dementia. The test battery included the Free and Cued Selective Reminding Test (FCSRT) (Ivnik et al., 1997) and the German version of the neuropsychological test battery of the Consortium to Establish a Registry for Alzheimer’s disease (CERAD-plus; Morris et al., 1989) with various sub-tests (e.g. verbal fluency, Boston Naming Test, Mini Mental State Exam, Word List learning, Constructional praxis, Word List recall, word list recognition, constructional praxis recall, TMT-A, TMT-B, the symbol digit modalities test (SDMT) (Smith, 1982)). Depressive symptoms were assessed with the 15-item version of the Geriatric Depression Scale (GDS; Yesavage et al., 1983) and the Patient Health Questionnaire (PHQ-9) (Kroenke et al., 2010).

### 4.1.3. Group characteristics and demographical differences

Analysis for the group differences were performed using IBM SPSS Version 22 (Corp, 2013). Group differences were observed for age, education, interview duration, GDS and PHQ-9 scores. Memory-clinic patients were slightly older (M=72.91 yr) compared to MDD (M=69.43 yr) and the interview duration was significantly longer (M=18.41 min) in comparison with HC (M=14.32 min) and the MDD-Group (M=12.07 min). HC were younger, performed significantly better on the MMSE (M=29) and exhibited lower levels of depressive symptomatology (GDS; M=0.62) compared to MDD and the Memory-clinic patients. The depressive group exhibited elevated levels of depressive symptomatology, significantly above the GDS cut-off for depression (M=7.00) and the PHQ-9 cut-off for moderate depression (M=10.89). Depressive patients also had significantly fewer years of education (M=12.57) compared to HC (M=15.10) and Memory-clinic patients (M=15.50).

### 4.2. Classification

We have used the models from section 3.3.1 to classify the patients. In doing so, we classify on the textual data and on the clinical and neuropsychologically generated data. Models 3.3.1 to 3.3.3.1 are designed for the classification with the self-generated data, while the models 3.4 and 3.5 are designed for textual classification.

### 4.2.1. Clinical and neuropsychological feature classification

In this experiment, we used the clinical ratings of subjective cognitive complaints based on the qualitative interview as one feature set. We also used the neuropsychological test results including data about objective cognitive performance and measurements of depression as another feature set. First of all, we used both feature sets independently for classification. We then combined both sets of features and used the combination for classification. Table 1 shows the results of the different classifiers applied to the 3 feature sets. We discovered that the combined features are always more successful than both feature sets on their own.

<table>
<thead>
<tr>
<th>Model</th>
<th>Neuropsych.</th>
<th>Clinical</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.3.1</td>
<td>0.747</td>
<td>0.706</td>
<td>0.794</td>
</tr>
<tr>
<td>3.3.2</td>
<td>0.754</td>
<td>0.723</td>
<td>0.800</td>
</tr>
<tr>
<td>3.3.3</td>
<td>0.870</td>
<td>0.821</td>
<td>0.881</td>
</tr>
<tr>
<td>3.3.4</td>
<td>0.953</td>
<td>0.928</td>
<td>0.949</td>
</tr>
</tbody>
</table>

Table 1: F-scores of the classifiers with regard to the different data sets.

### 4.2.2. Patient talks classification

In this experiment, we analyze the texts of the cognitive complaint interviews and use them for classification (leave one out cross validation). We only used the text content of
the patients and removed the doctor’s text data from the interview protocols because the doctor asks all patients similar questions, which would have a negative effect on the classification. Table 2 shows the results of the 2 methods we used for classification. It can be seen that the baseline classifier fastText can hardly classify the texts. However, if the texts are abstracted, as it is the case with text2voronoi, an improvement is achieved.

<table>
<thead>
<tr>
<th>Model</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4</td>
<td>0.520</td>
</tr>
<tr>
<td>3.5</td>
<td>0.340</td>
</tr>
</tbody>
</table>

Table 2: Results of the textual classification experiment of the 3 patient groups (MC/MDD/HC)

4.3. Feature analysis

Now that we have applied different classifiers in different experiments, we want to find out which of the used features were actually needed. To find out, we have used the following approaches.

4.3.1. Genetic feature search

As explained in chapter 3.3., we have also carried out a genetic search of the parameters to find the smallest possible subset, which provides the best results. We found out that only a fraction of the features are required to perform a good classification.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Subset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuropsych.</td>
<td>47.30%</td>
</tr>
<tr>
<td>Clinical</td>
<td>40.63%</td>
</tr>
<tr>
<td>Combined</td>
<td>40.58%</td>
</tr>
</tbody>
</table>

Table 3: Subset analysis of the features using model 3.3.

In addition to the genetic search, we have also carried out two other approaches, as described in Section 3.3. Figure 1 shows the process of this analysis. Again, it is obvious that few features are enough to get the best results. We achieve the best score with only 64 features.

4.3.2. Decision tree

A good way to analyze the features is to use Decision Trees, as it follows simple and comprehensible heuristics. The graphic representation as a tree diagram also illustrates hierarchically consecutive decisions. We have used the Python package sklearn (Pedregosa et al., 2011) to perform these analyses. In our best performing experiment, we have the following patient distribution:

- [21, 23, 21] - (Control patients, Memory-Clinic patients, Depressive patients)

Figure 2 shows that feature 41 (SDMT - neuropsychological score developed to identify individuals with neurological impairment) is at the top of the tree. If the value of SDMT is less than or equal to 44.5, the patient distribution is divided into:

- [0, 20, 18] - Only memory-clinic or depressive patients.
- [21, 3, 3] - Mostly healthy controls.

Thus, we divide all control patients into a separate group. The next important parameter is feature 45 (GDS - neuropsychological measurement for depression) (Yesavage et al., 1983). This divides the group of diseases ([0, 20, 18]) into the following patient distribution:

- [0, 17, 4] - Mostly Memory-clinic patients
- [0, 3, 14] - Mostly depressive patients

This means that we could group 52 (14+17+21) patients correctly with these 2 features alone, but 13 (3+4+3+3) wrong. You can also see that these features belong to the neuropsychological features. This also makes sense, as these values also lead to better classifications (see example 4.2.1.). The further down the tree is examined at, the more precise the distributions will be. However, given the number of features (138) and the small amount of patients (65), this is rather overfitting.

4.3.3. Distance correlation

To measure the interdependence between the features as described in Section 4.1., we calculated distance correlation between pairs of features. For this we used the R package energy (Rizzo and Szekely, 2017) utilized by TextImager (Uslu et al., 2017). Interdependent features are an indicator for redundant data. These redundant features are less helpful for classification. Figure 3 shows the heatmap of the pairwise dependencies. Each cell represents the distance correlation of the features \(X\) and \(Y\), with the green shading indicating the dependency (darker = more dependent). The diagonal is green which indicates that every feature is correlated to itself. The green squares also provide important information. The first dependency square at the top left in Figure 3, for example, contains only neuropsychological features based on the MMSE. The mini-mental state test (MMSE) is a brief screening tool for Alzheimer dementia and impairment in global cognition (Folstein et al., 1975).
The MMSE test includes items assessing orientation, word recall and registration, attention and calculation, and language and visuospatial abilities. As a logical consequence we observed a high dependency between the different subscores of the MMSE.

As mentioned above, 58% of the sample named more than one cognitive complaint. As a result, the categories were coded for a second time. A high dependency between these features is therefore a consequence of the interview procedure. These dependencies can be seen in Figure 3 by the large green square at the bottom right.

Figure 2: Result of the decision tree based on the combined example of experiment 4.2.1.

Figure 3: Visual depiction of pairwise dependence of the features.

5. Discussion

The present study is the first to combine a qualitative text-analytical approach for cognitive complaints with an automatic classification system for three different diagnostic groups. Recently, only a few studies have explored the use of automated learning methods within the neuropsychological literature. In this proof of principle study we used a machine learning approach based on neuropsychological and interview generated cognitive complaint categories for the classification of memory-clinic patients, depressive patients and normal healthy older adults.

We aimed to replicate the diagnostic value of the recently proposed complaint categories using an automatic classification method instead of current statistical methods used in clinical research [Buckley et al., 2015] [Miebach et al., 2017] [Miebach et al., 2018]. Cognitive complaints were elicited with a semistructured interview comparable with a typical clinical routine interview.

The current study results revealed that machine learning techniques can accurately classifying patients measured via neuropsychological test battery and via clinical rating of cognitive complaints. We found that the classification with self-generated characteristics extracted by a qualitative approach works much better than with the recorded texts in the patient conversations.

This result makes sense because patients talk about many different topics in the diagnostic interview and the content of these texts is not reliable for determining a disease. Therefore the interpretation of cognitive complaints relies on expertise of some kind which is not ideal for a wide distribution across studies.

In the case of the second experiment, the neuropsychological data outperformed the clinical ratings based on interview data. This could be explained by the heterogeneous sample including patients with mild cognitive impairment as well as patients with only subjective cognitive decline and depression. In line with current literature, the combination of neuropsychology and the clinical rating reached the best diagnostic accuracy [Molinuevo et al., 2016]. A replication in a larger sample with focus on the complaint categories is needed to extract features which are truly relevant for AD-pathology.

Given the present results, we believe it is much more likely that measure incorporates both qualitative text based and quantitative neuropsychological methods will be able to
identify the preclinical AD profile. Recent studies used composite scores calculated based on z-transformed subscales of different SCD assessments to predict the tauopathy in the entorhinal cortex of healthy older adults [Buckley et al., 2017]. However, in the case of textual classification, an improvement is achieved when the text is transformed into a more abstract model (text2voronoi). The experiments also show that the neuronal network-based approaches are usually somewhat better than the SVMs. However, the best solutions can be found with GeneticSVM and even only a subset of all features. As a result, we found out that a few features are enough to get a good classification. However, these features (SDMT; GDS) are established clinical screening tools for the measurement of memory impairment and depressive symptomatology [Yesavage et al., 1983; Smith, 1982]. A feature analysis only including the cognitive complaint categories should be an important next step with a higher clinical impact in the field of AD research. We analyzed them and found out that there are some dependencies among the features. There is a need of alternative ways for the operationalization and the diagnosis of AD-relevant cognitive complaints. Using a semstructured interview based on qualitative categories seems to be promising regarding the clinical evaluation of memory complaints in non-demented elderly. Further improvement of the complaint glossary and the rating scale is needed for the detection of preclinical AD. Therefore machine learning approaches could be promising for reducing and refining neuropsychological assessments. This information can save a lot of work, since the dependent features barely improve the classification.

6. Conclusion

In this paper we have used different classifiers in various patient diagnosis experiments. We have shown that a good classification can be achieved by using cognitive complaint categories based on clinical interview and neuropsychological data from standardized test batteries. We found that the combination of these data sets leads to the best results with an F-score of 80.00%. In addition, we have applied a number of different approaches to find the optimal subset of features that provide the best classification. In this case we even achieve an F-score of 94.87%. However, classification at text level is not yet particularly successful. In future work we aim at studying different abstractions of texts (as provided, for example, by text2voronoi) in order to detect expressive linguistic features that allow for automatically assessing the diseases under consideration.
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Abstract

Aphasia is an acquired language disorder, often resulting from a stroke, affecting nearly 580,000 people Europe alone each year (Huber et al., 2013). Depending on the type and severity, people with aphasia suffer, in varying degrees, from the impairment of one or several of the four communication modalities. To choose an appropriate therapy for a patient, the extent of the aphasia at hand has to be diagnosed. In Germany and other countries this is done using the Aachen Aphasia Test (AAT). The AAT consists of a series of tests, requiring the patient to talk, read and write over the course of up to two hours. The AAT results then have to be evaluated by a speech and language therapist, which takes around 6 hours. In order to further objectify the manual diagnosis and speed up the process, a digital support system would be highly valuable for the clinical field. To facilitate such a system, we have collected, cleaned and processed real-life clinical aphasia data, coming from AAT diagnosis sessions. Each dataset consists of speech data, a transcript and rich linguistic AAT annotations. In this paper, we report on both challenges and early results in working with the (raw) clinical aphasia data.

Keywords: Clinical Aphasia Data, Multimodal Language Data, Rich Metadata

1. Introduction

Aphasia, i.e., the full or partial loss of linguistic capabilities in adults, is usually an acquired condition, mostly due to damage inflicted to the brain by ischemic or hemorrhagic stroke, but also due to head injury, tumours or neurodegeneration. The loss of linguistic capabilities neither pertains to the motor acts of speaking or writing nor the sensory capabilities of hearing or seeing, but rather to damage to the human brain’s ‘supra-modal’ capability of producing and comprehending language. The consequences of aphasia for the patient are immense: as language, both spoken and written, is our main tool of communication, affected persons are largely cut off from basic social interaction, leading to severe disability, social isolation, loss of health-related quality of life and depression. The socioeconomic impact also is enormous, as persons suffering from aphasia are less likely to return to their jobs (Wozniak and Kittner, 2002). Thus, every effort has to be made to keep this percentage of people dropping out of their jobs as small as possible, necessitating the need for intensive rehabilitation. However, as language is an extremely complex function of the human brain supported by a widespread network of neurons throughout the human brain (albeit with a left-hemispheric predominance), different patterns of damage to the human brain, e.g., by occlusion of different vessels or by trauma to different brain locations, will result in different aphasic syndromes (Ardila, 2010). These are marked by differential loss of putative linguistic modules (Heilman, 2006), such as syntax, semantics, phonology and finally motor speech output. Thus, it is obvious that aphasia rehabilitation is a non-trivial task, and any success in rehabilitation can only occur if and when the prominently hit modules are identified correctly, resulting in a syndromal diagnosis also encompassing the severity of the damage, as there is no general ‘aphasia’ rehabilitation. In order to achieve a certain level of objectivity and measurability in diagnosing and grading aphasia syndromes, clinical tests and scores are employed. In Germany and beyond, the Aachen Aphasia Test (AAT) (Huber et al., 2013) is regarded to be the gold standard in diagnosing and classifying aphasia. This test allows to assess different language modalities at all linguistic levels. Beyond that, it also yields information of probabilistic syndrome classification and syndrome severity. Its disadvantages are that the AAT is immensely time-consuming (up to 8 hours for one patient including data acquisition and evaluation), it does not encompass all linguistic symptoms a patient can exhibit, and it is at least in part dependent on the experience of the rater. Particularly the requirements on human resources preclude its widespread use, although it is regarded to be a prerequisite for, e.g., an intensive comprehensive aphasia program. Besides, the AAT is not very sensitive to changes over time, limiting its utility as a feedback and tracking tool.

Therefore, an automatic aphasia diagnosis system based on the AAT would be highly valuable for patients and clinicians alike. Clinicians would profit from an increased objectivity of the AAT. Having an objective system in place across different hospitals would also enable aphasia rehab units to offer individualized rehabilitation strategies to their (prospective) patients, because they could correlate their language profiles with outcomes of therapeutic success within a specific facility. Patients, e.g. mobility impaired stroke victims, would also benefit from an automatic AAT diagnosis system within their home, making it a non necessity to go the hospital every time for follow-up aphasia examinations. In order to facilitate such a system, a high-quality data and, ideally, large collection of speech and language data along with diagnosis annotations is a prerequisite. During aphasia diagnosis sessions over the course of roughly 20 years at the University Hospital Aachen, clinician-patient speech was recorded, transcribed and, along with the corresponding tests results, digitally archived. The data is in a variety of formats, not available in one homogeneous database but...
rather spread over multiple systems and the speech data is a mix between clinician and patient speech. Nevertheless, to the best of our knowledge, this data is one of the richest collections of aphasia data in Germany. We therefore strive to utilize this data to build an automatic AAT system. This paper will not focus on the architecture of the system, but rather present and discuss the challenges we encountered in dealing with the clinical speech and language data itself. The remainder of the paper is structured as follows: In Section 2, we present related work. Section 3 discusses aphasia, its diagnosis in general and introduces the Aachen Aphasia Test in its current form. Following that, Section 4 discusses our work regarding the assembly of the database and the dataset itself, including a description of its modalities. In Section 5, preliminary results will be presented and discussed. Afterwards, in Section 6, we conclude the paper. Finally, in Section 7, we outline future work.

2. Related Work

Computer programs designed to help diagnose and treat aphasia can be categorized into three different groups (Katz 2010). Tools for ‘alternative and augmentative communication (AAC)’, which offer additional ways for aphasia patients to communicate, ‘Computer-only treatment (COT)’ such as smartphone apps designed to be used by aphasia patients to practice speaking without a therapist, and ‘Computer-assisted treatment (CAT)’ systems, which help therapists during the therapy. Our system is initially designed as a CAT system: While conducting a conversational speech test, the system analyses the patients speech and returns an aphasia score, as outlined in (Kohlschein et al., 2017). This contrasts many existing projects, which are designed as COT systems. A COT system which allows patients to build sentences out of predefined clauses via a touchscreen interface, and then requests that the patient reads out the sentence was presented by (Le et al., 2016). The system aims to provide feedback to the patient, such that the patient can practice correct speech. For all predefined clauses, they recorded healthy speech during development of the application. Furthermore, this procedure provides, by design, a transcript of the sentence the patient attempted to say. Additionally, the audio file is transcribed after recording. Possession of a transcript currently leads to better detection of aphasic and especially paraphasic speech (Le et al., 2017). The transcript allows to compare healthy speech to aphasic speech on a per-word basis, and therefore to determine the fraction of correct words compared to the total number of words. Additionally, transcripts based on the recordings can be used as training data for automatic speech recognition (ASR) systems, while knowledge about which sentence the patient attempts to say constrains the search space for ASR (Le et al., 2016). Since our goal is to perform a rating on completely spontaneous clinical speech in the context of CAT systems, we do not have predefined sentences or clauses. However, we have aphasia syndrome and severeness ratings for all recordings, which were made by speech therapists or neurologists. This contrasts the ratings used by Le et al. which were made by trained students, and led to the requirement of a reduced number of severeness categories because the agreement on ratings of the same utterance between different evaluators was low. In 2013, (Fraser et al., 2013) compared different approaches to automatically identify subtypes of primary progressive aphasia. They compared two different techniques for feature detection. The first approach they tried is to perform a Welch t-test on features extracted from audio and transcript files of aphasic speech, compared to healthy speech. Then, they ranked the results based on the p-values obtained from the t-test results and selected only the most significant features. Their second approach is based on the minimum-redundancy-maximum-relevance (mRMR) technique proposed by (Peng et al., 2005). Subsequently, Fraser et al. compared a probabilistic Naive Bayes classifier to Support Vector Machines (SVMs) and Random Forests (RFs). Their results showed that, aphasia subtype detection is more accurate when combining acoustic and transcript data, compared to acoustic data alone. However, even if only acoustic data is available, classification of primary progressive aphasia patients and control group members had an average accuracy of 74.05 %, with Random Forests applied on a feature set chosen by an mRMR algorithm performed best at close to 90 % accuracy. Interestingly, the mRMR selection performed worse than the p-value feature selector when applied to a decision problem between the two aphasia subtypes.

The available aphasia speech data in the University Hospital Aachen consists of spontaneous speech interviews between a clinician and a patient. As an alternative to segmenting all the data manually, we investigated automatic systems as well, i.e., using speaker diarization. Speaker diarization can be classified into bottom-up and top-down approaches. These are based on splitting the audio sample into segments using an heuristic identifying changes in loudness, bandwidth and frequency, which implicate speaker changes. In the next step, these segments are clustered and segments in the same cluster are recombined (Tranter and Reynolds, 2006). The goal of the clustering is to form one cluster per speaker, requiring a clustering based on a method that distinguishes between speakers, but does not discriminate intra class. The top-down approach is based on starting with one cluster and iteratively differentiating it into an ideal amount of clusters, while the bottom-up approach starts with a high number of clusters and iteratively merges similar clusters (Bozonnet et al., 2010). Different approaches for clustering have been proposed. These include using Gaussian Mixture Models to model speakers (Castaldo et al., 2008) based on a sliding window and using eigenvoices as features. Eigenvoices are feature vectors in a vector space whose basis was determined using principle component analysis on the extracted features, causing a model that is based on dimensions which had a high variance in the original feature set (Kuhn et al., 2000). Another method, introduced in Sell and Garcia-Romero, 2014, is to apply agglomerative hierarchical clustering based on scores retrieved by computing the pairwise similarity of all i-vectors using probabilistic linear discriminant analysis, merging those that are most similar. There also have been approaches based on identifying speakers by training deep neural networks to identify speakers and subsequently extracting their hidden layer feature activations, under the assumption that similar activation patterns...
Aachen data sets). Additionally, the AphasiaBank contains video recordings of patients (which are not available for both GREECAD and Aachen data sets).

More recently, a Greek data set (GREECAD) was made available by (Vartolokosta et al., 2016). Both data sets contrast our data collection in several ways. GREECAD was assembled with scientific purposes in mind and subsequently annotated and transcribed by humans in a predefined way, thereby maximizing the agreement between evaluators to get uniform and coherent annotations. Additionally, machine readability and processability was taken into account when choosing the data format and recording the patients. In contrast, the data set of the University Hospital Aachen was solely collected for clinical diagnosis purposes during assessment sessions over a couple of years. Therefore, machine readability was not taken into account while assembling and recording the data, which in turn poses challenges for the automatic processing of it. These challenges include, but are not limited to missing or incorrect meta data, such as therapist attribution, and mono-channel recordings with low cost microphones, requiring a speaker diarization procedure capable of handling open speaker groups, with high noise tolerance and which does not rely on language models, as these do not apply to aphasic speech. Transcripts and annotations were made by clinical speech and language therapists for the aphasia domain, whereas the Greek data set was transcribed by linguists (graduate or post graduate students). Our data currently contains transcripts roughly four times the amount of aphasic utterances in GREECAD, but does not contain a control group (due to the origin of the data). The AphasiaBank data set has similar properties as the Greek data set, albeit being larger. Additionally, the AphasiaBank contains video recordings of patients (which are not available for both GREECAD and Aachen data sets).

3. Aphasia Syndromes and Diagnosis

Due to the fact that linguistic modules usually are located in distinct neuroanatomical regions of the brain, and that the vascular supply also encompasses distinct areas, occlusion of the trunk or a particular branch of the middle cerebral artery (MCA) leads to typical combinations of linguistic symptoms, called aphasic syndromes. Testing the different linguistic domains thus allows classification of the aphasic syndrome and prediction of the location of the lesion. However, anatomical variations, incomplete or pre-existing lesions or non-vascular lesions can lead to non-standard syndromes, which are then called unclassified aphasia. Additionally, some symptoms can be mapped to anatomical areas that are not solely defined by their vascular supply (Henseler et al., 2014). Typically, however, the following syndromes will occur after an ischemic stroke: occlusion of the main trunk of the MCA (M1 segment) leads to destruction of almost all perisylvic areas concerned with speech and language and subsequent Global aphasia. The resulting speech is characterized by a profound loss of syntax and severe disturbances in word retrieval and semantics, sometimes leaving the patient with recurring utterances or automatisms only. Full mutism can occur and language comprehension is severely affected. Occlusion of the anterior branches usually leads to so-called Broca’s aphasia, marked by non-fluent spontaneous speech (which is monotonous and lacking prosody) and agrammatism. Language comprehension is relatively preserved. Lesions in areas supplied by posterior branches of the MCA can lead to Wernicke’s aphasia which is characterized by fluent spontaneous speech, which however is accompanied by severe disturbances in language comprehension and the use of overshooting, long and tortuous sentences filled with neologisms and paraphasias – a symptom that is called paragrammatism. Prosody usually is preserved. Anamnestic aphasia is caused by a prominent deficit in word-finding capabilities, while language comprehension and prosody are usually preserved.

Thus, a diagnosis of aphasia is made by testing the presence and severity of the different linguistic symptoms. For this purpose, many validated tests are available in addition to the clinician’s expertise that probe variable aspects of the patient’s linguistic capabilities. As outlined above, the gold standard in Germany for aphasia diagnosis is the Aachen Aphasia Test (AAT) (Huber et al., 2013). Its purpose is to assess different language modalities (i.e., understanding, writing, reading, speaking) at all linguistic levels. Beyond that, it also yields information of probabilistic aphasia syndrome classification and syndrome severity. The AAT consists of six parts in total, testing different speech and language modality impairments and differentiations. First, and most-important for our current research, an approximately 10 minutes long semi-structured interview is conducted by a clinician. The purpose of the interview is to assess the spontaneous speech capabilities of the patient. Usually, the patient gets to tell about the circumstances the aphasia syndromes first appeared (e.g., when and where a stroke happened and what they where doing), about treatment, family and job etc. The interview is followed by a series of five tests where the patients gets to read, write and has to identify certain tokens. During the AAT, the clinician records the answers on an protocol sheet and takes notes. The interview of the spontaneous speech part is recorded using a basic microphone setup and later transcribed by the clinician, typically a speech and language therapist (SLT). Both the evaluation sheet, the recording and the transcription then constitute the basis for the subsequent diagnosis, which takes up to 6 hours.

While the concrete answers of the patients for each of the five non-interview tests are not directly accessible by us, we only have their final AAT evaluation results, we have access to the raw speech recordings, transcripts and diagnosis results of the (spontaneous speech) interview section. This data forms the basis for our research and the topics discussed in this paper. Each spontaneous speech sample together with its corresponding transcript is evaluated on six different speech and language impairment levels and on a six point scale (with 0 being the most severe and 5 meaning no impairment) by a clinician. The levels are (Huber, 1983):
1. Communication behavior: Describes the ability of the patient to conduct a dialog, i.e., to understand questions from the clinician and respond to them, to utter speech-based information.

2. Articulation and prosody: Impairments of the speech are described in this level, in particular fluidity, vocalization, preciseness, speed, rhythm.

3. Automatic speech: Features of the speech which are produced automatically by the patient during the dialog are accounted for in this level, e.g., recurring utterances or echophrasias (e.g., repeating phrases of what the clinician said).

4. Semantic structure: This level evaluates the ability of the patient to pick words and to differentiate between their meaning. Furthermore, it evaluates if the patient picks meaningless set phrases.

5. Phonemic structure: Evaluates the order of phonemes in uttered words, e.g., if they are added, dropped, repeated or shuffled.

6. Syntactic structure: This level accounts for the completeness and complexity of sentence parts, their order and amount, and for inflections.

During diagnosis, items 1. and 2. are mostly evaluated on a qualitative level, e.g., is the patient able to communicate daily matters, while 3. – 6. are evaluated on a quantitative level, e.g., the amount of automatisms in the transcript is counted manually.

4. Clinical Aphasia Data Collection and Preprocessing

The available aphasia data in the University hospital consists of several hundred AAT sessions over the course of nearly 20 years. This data was spread over multiples systems within the aphasia ward and was not available in one homogeneous file format (i.e., a mix of txt, doc, docx and PDF documents). To make the data usable for research, we first had to consolidate this data and integrate it into one database. Furthermore, not all datasets were usable for the goal of developing an automatic AAT and had to be preprocessed. Some patients had no transcripts, some had no diagnosis sheet, while others where lacking the speech recordings. After a mixture of automatic and manual consolidation, we arrived at a database of 442 complete AAT diagnosis results from 343 patients (some patients took the AAT several times, i.e., for follow-up exams). Each AAT result has a corresponding speech sample in audio format and 388 of them are transcribed. The speech sample stems from the recording of the spontaneous speech evaluation, i.e., the interview, conducted with the clinician. The following sections describes each modality in detail.

4.1. Ratings

Each patient’s spontaneous speech performance is rated according to the six categories listed above (see section 3.). The corresponding rating distributions are shown in Figure 1.

Notably, there is no test result with a communication impairment rating of zero, as this would be equal to not showing any reactions at all during a conversation, including any non-verbal reactions such as gestures. Additionally, most of the samples contain an aphasia severity rating and an aphasia syndrome diagnosis (e.g., a mild Broca Aphasia). The severity is rated in five severeness levels, but apparently only mild, moderate to severe and severe are used by most therapists. The aphasia syndrome is classified in six categories, with the most prevalent syndromes being global aphasia, Broca’s aphasia, and Wernicke’s aphasia. There is an additional category for inconclusive syndromes, i.e., syndromes that are not clearly distinguishable between multiple categories or which do not fit into any category at all (see Figure 1). Furthermore, each AAT sheet also contains the ratings of the 5 other tests, such as the token test. About half of the available AATs also contain information on which therapist conducted the test. There are 104 different therapist names. The most involved therapist conducted 75 tests, while the overwhelming majority of therapist names occurs only once (however this information is not normalized as it was manually entered by therapists). It is entirely possible that the same therapist is referred to under different names such as initials and surname. Due to privacy concerns, information about the patients was anonymized, i.e., neither name, age or gender is given in the data.
4.2. Speech

Each spontaneous speech sample is available as an MP3; most of them are mono recordings. Since the data stems from the course of 20 years, we cannot state the exact type of audio setup for each recording session. As of 2017, the audio setup consists of one microphone positioned between the patient and the clinician. The recording is started manually by the clinician once the spontaneous speech test starts and stopped afterwards. The total duration of all recordings combined is around 63.7 hours. This includes both patient and clinician speech. In order to be able to evaluate aphasic speech, we needed to extract the patient portion of the interview. This can either be done manually or using an automatic speaker diarization system. A completely manual source separation is a very time consuming matter. We found that it took at least 5 – 7 minutes on average to split 1 minute of interview speech (currently, the segmentation is ongoing). Depending on the aphasia syndrome, especially in global aphasia, patients talk only briefly, sometimes uttering just an interjection, before the clinician talks again. That contributes to the necessary time invest, because one has to constantly start and pause the recordings to do the tagging. On the contrary, patients with Wernicke’s aphasia tend to talk much longer, but from time to time the clinician makes a comment, leading to an overlap between patient and clinician speech. Again, these segments have to be identified by hand. For a comparison of two different aphasia speech sections see Figures 3 and 4.

As an alternative to a completely manual split of the speech data, we also tested a commercial tool and the open-source framework pyAudioAnalysis (Giannakopoulos, 2015) for speaker diarization. Neither automatic tool could provide the quality of segmentation needed for our research. We attribute this to the difficulty of speaker diarization itself and the complexity of our disease related data. Sometimes, the segmentation contained alternating patient and clinician speech, sometimes both parties were talking, sometimes a mono person segment was labeled as patient when it was in fact the clinician talking and vice versa. We experimented with counteracting the later case by building a binary classifier able to distinguish between aphasia and non-aphasia speech. For this, we extracted 45,912 utterances from the English AphasiaBank corpus (MacWhinney et al., 2011) and split these into a train (70 %) and test (30 %) group, based on which sub data set they belong to. Basing the split on the sub data set affiliation prevents us from training and validating based on the same therapists. This results in 25,414 utterances in the training set and 20,498 utterances in the test set (The discrepancy to our 70:30 quota is caused by different sizes of the sub data sets, and the test data set containing larger sub datasets). We subsequently extracted a feature vector for each utterance, using openSMILE (Eyben et al., 2013) with the IS13_CoMParE feature set (Schuller et al., 2013). These feature vectors, along with the speaker labels extracted from the transcripts, have been used to train a Gradient Boosting classifier to discriminate between clinician and patient. The Gradient Boosting was implemented using scikit-learn 0.19.1 (Pedregosa et al., 2011). The resulting model was evaluated by calculating the mean accuracy of its predictions on the test set, resulting in a mean unweighted
accuracy of 83.27 % ($\mu = 50\%$). This is too inaccurate for usage in our system. Additionally, this does not provide any segmentation, but requires a segmentation beforehand, possibly lowering its accuracy even further if the provided segmentation (using an automatic diarization system for preprocessing) is not as accurate as the segmentation of the AphasiaBank.

4.3. Transcripts

After the therapy session is completed, the clinician starts to transcribe the recording of the spontaneous speech session. The speech is transcribed as it is, including interjections like “hmm”, or speech and articulation errors. Furthermore, the clinician might also include remarks like “patient is laughing” or “patient is thinking” in curly brackets within the patient portion of the transcript. The clinician also transcribes her own speech. In our data, each transcript is then an alternating list of texts, tagged with either patient or clinician. In Table 1, the amount of utterances available for each of the four standard aphasia syndromes is stated.

5. Early Results and Discussion

For an initial analysis of the data and due to the challenges with speaker diarization we described in 4.2, we started with the goal of predicting the aphasia syndrome type based on the transcripts by configuring a baseline setup. Therefore, a subset of the data has been partitioned into four groups of 30 AAT tests each, such that each group contains patients of one of the four most prevalent aphasia syndromes: global aphasia, Broca’s aphasia, Wernicke’s aphasia and amnesic aphasia. From each of the four groups representing syndromes, we used 70% for training and 30% for testing purposes. In order to classify the aphasia syndrome based on transcripts, we converted each patient utterance into a list of words and trained a word2vec (Mikolov et al., 2013) model. We chose a window size of three and required each word in the word2vec space to occur at least two times in our utterances. To train the word2vec model, we use our training data set described above, along with phrases from patients which we did not include in the training and test sets before, for instance because they had an inconclusive aphasia syndrome diagnosis. In order to train our aphasia syndrome classifier, we subsequently transform all training utterances into lists of 20-dimensional word vectors, padding them to a length of 30 vectors per utterance. Each of these lists has an assigned aphasia syndrome label and is used to train a pipeline of an long short-term memory (LSTM) layer, followed by a densely connected layer featuring a softmax activation function. This is implemented using Keras (Chollet and others, 2015). The LSTM has been configured to use a 30 % chance of unit dropout and 40 % chance of unit dropout in the recurrent state, while using 80 memory units. We only use a single layer LSTM configuration, as the goal is to provide a baseline for further developments. The model uses an categorical cross entropy loss function and estimates a four dimensional normalized tensor, with each dimension representing one aphasia syndrome. The result is evaluated based on categorical accuracy, which is the percentage of correctly predicted classes, with the “predicted class” being the greatest element of the softmax output tensor. The evaluation has been performed on the test set described above. Plots of accuracy and loss attributes over 200 epochs are depicted in Figures 6 and 7, while the classification pipeline is depicted in Figure 5. The increasing loss function indicates that the model overfits around 100 epochs. Further increasing loss values did not show any meaningful improvements, indicating that more training samples might be the better way to cope with this issue. In summary, the baseline setup shows both the potential and the challenges with clinical aphasia data. While it was possible to perform an initial classification, the usage in clinical scenarios depends on higher accuracies and further improvements (see Section 7).
6. Conclusion

In this paper, we presented challenges and early results in the automatic processing of real-world clinical aphasia data. We described our data collection of aphasia spanning many years of diagnosis sessions in the university hospital. Each data point in our collection consists of speech recording data, transcripts and rich meta data. The speech data consists of patient clinician interviews and has to be segmented before it can be utilized. We therefore reported on challenges with speaker diarization. The meta data was extracted from diagnosis sheets and contains aphasia syndrome and severeness classification, as well as scores and evaluations of the spontaneous speech section. The scores contain six different categories, which, among others grade the prosody, syntax and phonematic structure of the patient speech. We aim to use this data collection to build and automatic aphasia test, based on the German AAT. Such a system would both benefit clinicians and patients. E.g., patients, many of them mobility impaired stroke victims, could have a continuous spontaneous speech evaluation system at home without the need to go to the hospital every time. In our work, we started with building a baseline syndrome classifier based on an LSTM using the transcript portion of the dataset.

7. Future Work

Our initial implementation of an automatic aphasia syndrome categorizer shows the challenge of the task of usage in a real world scenario. As higher accuracies will be needed before such systems can be used in everyday clinical settings, in the future, we aim to increase its performance in several ways, such as performing a majority vote based on the categorization of all utterances of a patient or additional layers within the classification model. These layers might use information like word histograms and utterance length distributions. Additionally, it might be possible to constrain the decision space for certain combinations of meta information. The latter could be an especially valuable approach when estimating speech impairment factors like automatic speech, as the AAT limits the possible ratings by measurable factors like misplaced words. This would help to cope with the lack of training data, since a first attempt in using an LSTM to do this expressed signs of underfitting and thus yielded a low accuracy. Regarding the segmentation of speech data, we plan to further investigate the possibility of using an automatic speaker diarization system, or at least applying a semi-automatic approach. We think that it might be helpful to include clues about one speaker having impaired speech in the process, i.e., analogous to the paralinguistic approach presented by [Zhang et al., 2017]. Finally, we plan to include the speech section as well in order to build a model able to draw from both speech and transcript data. Furthermore, we plan to use the UKA AAT DB (including speech, transcript and rating data) for a challenge, e.g. ComparE at Interspeech, and release it to the research community afterwards. The DB will then include distinct portions for training, development and testing.
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Abstract

The Mini-Mental State Exam (MMSE) is a screening tool for cognitive impairment. It has been extensively validated and is widely used, but has been criticized as not being effective in detecting mild cognitive impairment (MCI). In this study, we examine the utility of augmenting MMSE scores with automatically extracted linguistic information from a narrative speech task to better differentiate between individuals with MCI and healthy controls in a Swedish population. We find that with the addition of just four linguistic features, the AUC score (measuring a trade-off between sensitivity and specificity) is improved from 0.68 to 0.87 in logistic regression classification. These preliminary results suggest that the accuracy of traditional screening tools may be improved through the addition of computerized language analysis.

Keywords: language processing, machine learning, cognitive impairment, MMSE

1. Introduction

Dementia, a gradual decline in cognitive function due to neurodegeneration, is a growing concern as the global population ages. Research suggests that identifying early signs of cognitive decline may lead to better outcomes for both individuals and their caregivers (Ashford et al., 2007). Mild cognitive impairment (MCI) describes an impairment which is characterized by a clinically observable deficit in at least one area of cognition, but not severe enough to interfere with activities of daily living (Gauthier et al., 2006; Reisberg and Gauthier, 2008). Although not everyone who is diagnosed with MCI will go on to develop dementia in their lifetimes, MCI is sometimes considered to be a prodromal stage of dementia (Ritchie and Touchon, 2000). Therefore, identifying changes associated with MCI represents a promising step towards the early detection of dementia.

Opinions differ on the value of population-wide screening for dementia; see for example Ashford et al. (2006), Solomon and Murphy (2005), and Calzà et al. (2015). However, even in the absence of large-scale screening programs, it is still of critical importance for primary care practitioners to have sensitive and accurate screening instruments to help determine when to refer an individual for more specialized assessment.

One widely-used cognitive screen is the Mini-Mental State Exam (MMSE) (Folstein et al., 1975). The MMSE contains 12 questions, covering areas such as language, recall, attention, and orientation to time and place, and takes roughly 10 minutes to administer. The test is scored out of 30, and various cut-offs have been proposed as indicating impairment. For example, Ciesielska et al. (2016) conducted a meta-analysis and found that a cut-off of 27/28 was most effective for identifying MCI, corresponding to a sensitivity of 0.66 and specificity of 0.73. Damanj et al. (2011) found the optimal cut-off for detecting MCI in their dataset to also be 27/28 (sensitivity: 0.76, specificity: 0.75), while noting that these metrics can be sensitive to the proportion of patients and controls in any given data set. Other studies have considered an “abnormal” score to be anything from 25 and below (Zadikoff et al., 2008) to 28 and below (Pendlebury et al., 2012). Since performance on the MMSE is influenced by educational level and cultural background, cutoffs are not necessarily transferable from one country to another (Palmqvist et al., 2013). For Swedish, a cutoff of 24 and lower has been proposed for cognitive impairment, with a score between 25 and 27 indicating possible cognitive impairment which should be further evaluated (Palmqvist et al., 2013). While a number of researchers have argued that MMSE is not the best screening instrument for MCI, it remains the most widely used short screening tool for providing an overall measure of cognitive impairment in clinical, research and community settings (Arevalo-Rodriguez et al., 2015).

In this paper, we propose augmenting MMSE scores with additional information obtained from automated linguistic analysis, to improve the detection of MCI in a population of Swedish speakers. Our analysis currently relies on manual transcriptions, but we envision that a fully automated system incorporating speech recognition could provide a more detailed and accurate assessment of cognitive status, while requiring minimal extra effort on the part of the primary care physician.

2. Related Work

A number of studies have reported that subtle changes in speech and language may occur at the earliest stages of cognitive decline (Snowdon et al., 1996; Garrard et al., 2004; Cuetos et al., 2007; Clark et al., 2009; Le et al., 2011; Ahmed et al., 2013). According to Laske et al. (2015), language analysis is one of the most promising state-of-the-art diagnostic measures for MCI and Alzheimer’s disease. Since manual linguistic analysis can be expensive and time-consuming, there has been interest in developing
automated methods for language analysis of clinical samples, using natural language processing and machine learning (e.g. Garrard and Forsyth (2010), Jarrold et al. (2014), Renouf et al. (2014)), Prud’hommeaux and Roark (2015), and Kávé and Goral (2016), among others). Specifically with respect to MCI, Vincze et al. (2016) combined linguistic features extracted from patient narratives with demographic variables to achieve a classification accuracy of 0.69 using all features, and 0.75 using selected features (46 MCI, 36 controls). Asgari et al. (2017) reported an accuracy of 0.84 in distinguishing 14 MCI participants from 27 healthy controls, by extracting linguistic and psychological features from unstructured conversation.

Combining linguistic features with neuropsychological test scores has been used in the past to improve MCI classification. Roark et al. (2011) reported a study in which 37 MCI participants and 37 controls were assessed on nine neuropsychological tasks and two speech samples from a story recall task. Better classification accuracy was achieved by combining the neuropsychological and language information than by using a single modality alone. Mueller et al. (2017) correlated 280 individuals’ performance on standardized neuropsychological tests with various language factors, such as grammatical complexity, fluency markers and other lexical information. Syntax was found to be weakly positively correlated with MMSE, while fluency and semantic features declined more rapidly in the MCI group than in the control group, over the course of the study period.

3. Methods

3.1. Participants and Data Acquisition

The participants were recruited from the Gothenburg MCI Study, a clinical-pathological longitudinal study investigating early and manifest phases of different dementia disorders in patients seeking medical care at a memory clinic (Wallin et al., 2016). The Gothenburg MCI Study is approved by the local ethical committee review board (reference number: L091–99, 1999; T479–11, 2011); while the currently described study is approved by the local ethical committee (decision 206–16, 2016).

A total of 31 MCI patients and 36 healthy controls were included in the present study, according to detailed inclusion and exclusion criteria (Kokkinakis et al., 2017). One control participant was excluded from the current analysis because their MMSE score was not available.

All participants were assessed by a registered nurse, who administered a number of cognitive tests, including the MMSE. If participants showed no signs of subjective or objective cognitive impairment, they were classified as healthy controls. Other participants were then categorized according to the Global Deterioration Scale following cognitive testing, and participants classified as stage 3 (MCI) were included in the current analysis. Participants classified at stage 2 (subjective cognitive impairment) were excluded. Note that the MMSE did form part of the classification procedure, which makes our analysis somewhat circular, but that other factors were also taken into account.

Participant demographics are given in Table 1. There is no significant difference between the groups on age, level of education, or proportion of males and females. There is a significant difference on MMSE score, with MCI participants scoring lower, although we observe that on average, the MCI participants score in the normal range according to the cutoff proposed by Palmeqvist et al. (2013). This supports the argument that MMSE is not the most sensitive screening tool for early cognitive impairment.

For the narrative speech component, participants were instructed to describe what they could see in the “Cookie Theft” picture from the Boston Diagnostic Aphasia Examination (Goodglass et al., 1983). This image is widely used to elicit narrative speech. It shows a boy standing on a stool, trying to steal a cookie from a jar sitting on a high shelf. A girl stands nearby and a woman washes dishes, apparently unconcerned by both the children’s actions and the water which overflows onto her feet.

Participants were told that they could talk for as long as they wanted and that they would not be interrupted. The narratives were audio-recorded and subsequently manually transcribed by experienced transcribers according to guidelines provided by the authors.

3.2. Features

A total of 57 linguistic features were extracted from the Cookie Theft transcripts. A complete description of these features is given in Table 2 Part-of-speech (POS) tagging, lemmatization, and dependency parsing was done using the Sparv annotation tool for Swedish (Borin et al., 2016). The constituent parse trees were extracted using the Cass-Swe parser (Kokkinakis and Johansson Kokkinakis, 1999).

3.3. Classification

We take a machine learning approach to classifying the groups. We consider three classifiers in this work: support vector machines (SVM), logistic regression (LR), and random forests (RF) (Pedregosa et al., 2011).

In each classification experiment, we use a leave-one-out cross-validation framework, where a single participant narrative is held out for testing, and the classifiers are trained on the remaining 65 samples. The procedure is then repeated 66 times, and we report the average results over the folds. Within each fold, an inner 5-fold cross validation loop is used to optimize the hyperparameters of the classifiers (for SVM, we fix a linear kernel and optimize the penalty parameter C between $10^{-3}$ and $10^3$; for LR we use ridge regularization and range C from $10^{-3}$ to $10^3$; and for RF we fix the number of trees at 50 and optimize the maximum number of features to consider at each split to be either $\sqrt{n}$ or $n$, where $n$ is the number of features, and the maximum depth of the trees to be 3, 4, 5, or unlimited).

<table>
<thead>
<tr>
<th>Age</th>
<th>HC ($n = 35$)</th>
<th>MCI ($n = 31$)</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education</td>
<td>68.0 (7.3)</td>
<td>70.1 (5.6)</td>
<td>n.s.</td>
</tr>
<tr>
<td>Sex (M/F)</td>
<td>13/22</td>
<td>15/16</td>
<td>n.s.</td>
</tr>
<tr>
<td>MMSE</td>
<td>29.6 (0.6)</td>
<td>28.2 (1.4)</td>
<td>$p &lt; 0.01$</td>
</tr>
</tbody>
</table>

Table 1: Demographic information. Age and education are measured in years; MMSE is scored out of 30.
We first train the classifiers on MMSE alone. This is equivalent to letting the classifiers learn the optimal threshold on the MMSE to separate the two groups. We then consider the effect of adding a single linguistic feature, then two linguistic features, and so on until the entire set of 57 linguistic features has been added to the classification.

The order in which features are added to the classifiers is obviously important. One possibility is to simply rank the features by computing a t-test on the training data and choosing the features which best differentiate the groups. However, initial experiments found that this could result in correlated features being selected, which had a negative effect on classifier performance. Instead, we use a wrapper method of feature selection, which selects the features based on the model itself, through recursive feature elimination (Guyon et al., 2002). In the feature selection stage, default parameter values are used, except that we again specify the linear kernel for SVM, ridge regularization for LR, and 50 trees for RF. The downside to this method is that the different models may select different features, making interpretation more difficult. The most-commonly selected features will be discussed in Section 4.22.

For evaluation, we consider accuracy, sensitivity, specificity, and the area under the curve (AUC) of the receiver operating characteristic (ROC) curve. The area under the ROC curve is calculated using the trapezoid method.
operating characteristic (ROC) curve. Accuracy, sensitivity, and specificity are computed as follows, where we consider MCI to be the positive class, and TP indicates a true positive, FP indicates a false positive, TN indicates a true negative, and FN indicates a false negative:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

Sensitivity and specificity are particularly relevant in a healthcare context: a test which is highly sensitive means that not many people who actually do have the disease are missed, while a test which is highly specific means that not many people who do not have the disease are falsely indicated as having the disease. The AUC is calculated by plotting sensitivity (also known as the true positive rate) against 1 – specificity (also known as the false positive rate), as the decision threshold of the classifier is varied. The AUC is the area under the resulting curve. Random performance leads to an AUC of 0.5, and represents a straight line from (0, 0) to (1, 1).

4. Results

4.1. Classification

Figure 1 shows the sensitivity, specificity, AUC, and accuracy for each classifier as the number of linguistic features is increased from zero (MMSE score only) to 57. Looking first at Figure 1a, we see that using MMSE only, the SVM classifier has a high sensitivity of 0.81, while the LR and RF classifiers have a lower sensitivity. These results correspond to selecting a MMSE threshold of 29 (SVM) versus 28 (LR and RF). In the latter cases, the sensitivity is improved by adding language features, to maximum values of 0.77 for LR and 0.74 for RF. The SVM sensitivity is never as high as using MMSE alone, but reaches 0.77 with three linguistic features.

When we examine specificity, in Figure 1b we see the expected trade-off between sensitivity and specificity. Using MMSE scores alone, LR and RF have specificity of 0.94 (i.e. by using a threshold of 28, very few control participants are misclassified as having MCI). The SVM classifier has a specificity of only 0.63, which can be improved to 0.80 by including only one linguistic feature.

The AUC score, shown in Figure 1c balances the trade-off between sensitivity and specificity. For all three classifiers, performance is boosted by adding linguistic features, but all achieve maximum AUC by including only a few additional features: the SVM classifier has AUC = 0.84 with three language features, RF has AUC = 0.81 with two language features, and LR achieves the best AUC of 0.87, with four language features. Accuracy, shown in Figure 1d, presents a similar pattern.

The AUC can also be represented visually by plotting the ROC curve, as seen in Figure 2. The black points indicate the values that are achieved by simply thresholding the MMSE scores at different cutoffs, and classifying participants on that basis alone. For the purposes of illustration, we plot the ROC curves for only the best-performing configurations for each of the three classifiers. For low threshold values, the RF curve (green) lies below the black curve, indicating a higher number of false positives, but the RF classifier performs quite well at the higher threshold values. In contrast, the SVM curve (orange) lies mostly above the black curve for low threshold values, but has a lower true positive rate at high threshold values, even dipping below random performance at the far end of the range. The LR curve (blue) generally lies at or above the curve obtained using MMSE thresholds alone, indicating the improved performance at all threshold values for this classifier.

4.2. Important Features

We now consider the question of which linguistic features were the most helpful to the classifiers in improving the classification results. Rather than trying to compare classifier-specific values such as coefficients (LR or SVM) or feature importances (RF), we use the rankings produced in the feature selection stage as a measure of feature relevance. Table 3 shows the mean rank across folds for each feature, for each classifier. A higher rank generally indicates that the feature is more important in the model, while a greater standard deviation suggests a feature which may not generalize well (if it is highly ranked in some folds but not others, then it is apparently quite sensitive to the exact training set, which can lead to overfitting). Since all three classifiers reach their maximum performance with the addition of five or fewer linguistic features, we consider here only the top five ranked features.

We observe that the number of times the speaker mentions an information unit from the place category is ranked first for the LR classifier and second for both SVM and RF. Interestingly, this feature has a higher mean value in the MCI data than in the HC data (MCI: 0.018, HC: 0.013, uncorrected $p = 0.01$). This is in contrast to the findings of Croisile et al. (1996), who observed that healthy controls were more likely to name both of the relevant places (the kitchen and the exterior) than patients with Alzheimer’s disease. Here, the effect may be driven more by the MCI participants making repeated references to the two locations, as on average both HC and MCI participants mention the kitchen and the exterior at least once. In the RF classifier, the number of times the speaker mentions an action information unit is also highly ranked, although here the difference between groups is even smaller.

Another highly ranked set of features is the proportion of main finite clauses (lower in the MCI group), the proportion of main nonfinite clauses (higher in the MCI group), and the proportion of subordinate clauses (lower in the MCI group). Previous findings regarding changes in syntactic complexity due to mild cognitive decline are mixed; the results on our data set are discussed in more detail by Lundholm Fors et al. (2018), but require further investigation.

The remaining highly ranked features involve the count for nouns, the noun:verb ratio, word frequency, and verb frequency in particular. Our data show that the number of
Figure 1: Effect on MCI-vs-HC classification results of supplementing MMSE information with linguistic features.

Figure 2: ROC curves. The values corresponding to thresholding the MMSE scores manually are shown in black (e.g. $T = 28$ indicates a split between 28/29). The coloured curves represent the performance obtained by varying the decision threshold from 0.0 to 1.0, for the best configuration for each of the three classifiers.
nouns is reduced in the MCI group, while there is a corresponding (but very small) increase in the number of verbs. As a result, the noun:verb ratio is slightly higher in the HC group than in the MCI group (HC: 1.07, MCI: 0.95, uncorrected \( p = 0.08 \)). This pattern is consistent with the neurophysiology of Alzheimer’s disease, in that areas connected with noun processing tend to be affected in the earliest stages of the disease (Vigliocco et al., 2011). Participants with MCI also tended to use higher-frequency verbs, and higher-frequency words in general. However, we note that of these features, only the proportion of main clauses with nonfinite verbs, the proportion of main clauses with finite verbs, and the content count for \textit{places} varied significantly between the groups before correcting for multiple comparisons, and no differences were significant after Bonferroni correction.

### 5. Conclusions and Future Work

In this study, we examined the utility of adding automated language analysis to improve MCI classification, relative to using MMSE scores alone. The results were positive, showing that all three classifiers could improve AUC by including a few language features. The best result was achieved using logistic regression, which improved from AUC = 0.68 using MMSE alone to 0.87 by allowing the classifier to include four language features in addition to the MMSE score. However, none of the features showed a significant difference between groups, and many features reported to be relevant by previous studies were not found to be so here. We attribute this mainly to the high level of cognitive function in our MCI group, and the small sample size, which together mean we lack the statistical power needed to uncover very small differences between the groups.

We also consider the possibility that the Cookie Theft task is not particularly difficult for highly-educated, professional individuals at a very early stage of cognitive decline. In our next round of data collection, we plan to include language tasks which also incorporate aspects of memory and attention, and which elicit dialogue as opposed to just monologue. We expect that these additional tasks may offer a broader assessment of the speaker’s cognitive status. Nonetheless, we consider this a promising result that can offer additional diagnostic value, and a step towards improving the accuracy of screening tools by augmenting traditional methods with computer technology.
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<table>
<thead>
<tr>
<th>Feature Rank</th>
<th>Feature</th>
<th>Rank</th>
<th>Feature</th>
<th>Rank</th>
<th>Feature</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>content count: \textit{places}</td>
<td>1.3 (0.3)</td>
<td>2.4 (0.9)</td>
<td>MAIN-FIN proportion</td>
<td>1.5 (0.8)</td>
<td>content count: \textit{places}</td>
<td>1.3 (0.3)</td>
</tr>
<tr>
<td>noun count</td>
<td>1.9 (2.1)</td>
<td>2.4 (1.0)</td>
<td>MAIN-INF proportion</td>
<td>4.1 (1.3)</td>
<td>content count: \textit{places}</td>
<td>1.3 (0.3)</td>
</tr>
<tr>
<td>MAIN-FIN proportion</td>
<td>2.2 (0.5)</td>
<td>2.2 (0.9)</td>
<td>noun count</td>
<td>1.9 (2.1)</td>
<td>content count: \textit{places}</td>
<td>1.3 (0.3)</td>
</tr>
<tr>
<td>SUB proportion</td>
<td>3.2 (0.5)</td>
<td>4.1 (1.3)</td>
<td>MAIN-INF proportion</td>
<td>4.1 (1.3)</td>
<td>content count: \textit{places}</td>
<td>1.3 (0.3)</td>
</tr>
<tr>
<td>verb frequency</td>
<td>5.0 (4.0)</td>
<td>5.7 (4.9)</td>
<td>noun:verb ratio</td>
<td>2.2 (0.9)</td>
<td>content count: \textit{places}</td>
<td>1.3 (0.3)</td>
</tr>
<tr>
<td>noun count</td>
<td>7.0 (6.9)</td>
<td>9.1 (3.6)</td>
<td>frequency</td>
<td>2.2 (0.9)</td>
<td>content count: \textit{actions}</td>
<td>10.2 (7.7)</td>
</tr>
</tbody>
</table>

Table 3: The average ranking of the top five features across folds, for each classifier. Standard deviations are given in parentheses.
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Abstract

Semantic Verbal Fluency (SVF) tests are common neuropsychological tasks, in which patients are asked to name as many words belonging to a semantic category as they can in 60 seconds. These tests are sensitive to even early forms of dementia caused by e.g. Alzheimer’s disease. Performance is usually measured as the total number of correct responses. Clinical research has shown that not only the raw count, but also production strategy is a relevant clinical marker. We employed language modelling (LM) as a natural technique to model production in this task. Comparing different LMs, we show that perplexity of a persons SVF production predicts dementia well ($F_1 = 0.83$). Demented patients show significantly lower perplexity, thus are more predictable. Persons in advanced stages of dementia differ in predictability of word choice and production strategy - people in early stages only in predictability of production strategy.

Keywords: Dementia, Alzheimer’s Disease, Semantic Verbal Fluency, Language Modelling, Machine Learning

1. Introduction

Verbal fluency is among one of the most widely used neuropsychological standard tests. Category fluency, or semantic verbal fluency (SVF), requires a participant to produce as many different items from a given category, e.g. animals, as is possible, in a given time frame. Over the past years, a growing body of research substantiates the discriminative power of semantic fluency for multiple different pathologies: neurodegenerative diseases such as Alzheimer’s disease (Pakhomov et al., 2016; Raoux et al., 2008; Auria, combe et al., 2006; Gomez and White, 2006; Henry et al., 2004), Parkinson’s disease (Henry and Crawford, 2004), psychiatric disorders such as schizophrenia (Robert et al., 1998), Primary Progressive Aphasia (PPA) and its subforms (Bonner et al., 2010; Marczinski and Kertesz, 2006), as well as focal lesions (Troyer et al., 1998). Traditionally, SVF is one of the most broadly used test to diagnose dementia and it’s multiple subforms (see Figure 1).

As is standard clinical procedure, performance in this test is evaluated as the raw word count (count of correct responses). In order to differentiate between multiple pathologies, qualitative measures have been established which serve as additional indicators in tandem with the raw word count (Gruenewald et al., 1980; Troyer et al., 1997). There is broad evidence that those qualitative SVF measures serve as indicators for underlying cognitive processes; this has been investigated to the extent that verbal fluency can be considered as a multifactorial task, comprising both executive control and memory retrieval processes (Henry et al., 2005; Robert et al., 1998; Troyer et al., 1997). Considering the involvement of the two distinct cognitive processes, Troyer et al. (1997) first introduced a systematic framework to calculate measure for both processes from the response behaviour of a subject. In general, production of words is organised in spurts—temporal clusters—followed by pauses, implying the lexical search for semantic fields or subcategories between clusters, and retrieval/production of words within clusters (Gruenewald and Lockhead, 1980; Troyer et al., 1997). This means, that between temporal clusters, executive search processes—switching—and within temporal clusters, semantic memory retrieval processes—clustering—are engaged. The underlying notion is that temporal clusters correspond to semantic clusters; in other words, “words that comprise these temporal clusters tend to be semantically related” (Troyer et al., 1997, p. 139).

In this paper we use statistical language models (LMs) as a tool for modelling production of SVF responses of healthy patients, those with a diagnosis of mild cognitive impairment (MCI) and Alzheimer’s disease or related dementia (ADRD). LMs intuitively model production of words in SVF, as production of the next word depends on the previously produced words. Given a corpus of SVF performances, we use LMs to learn these probabilities from data, and then test the model, by estimating the likelihood of a patient’s SVF performance. We use the LM’s perplexity of a given SVF performance - a score for how well the...
model is able to predict a given sequence — as a feature for classification of a person’s cognitive health. This paper is structured as follows: Section 2 discusses prior work on clinical applications of language models and perplexity scores. Section 3 introduces language models. Section 4 describes the data for further experiments, how the language models were trained and evaluated in a classification experiment. Section 5 presents results of the conducted experiments. Lastly, Section 6 discusses implications and concludes the paper.

2. Related Work

There is a growing body of research using language modelling and perplexity scores for classification of neurocognitive disorders including Alzheimer’s disease (AD), varying types of dementia, and frontotemporal lobar degeneration (FTLD). In previous work, perplexity scores have been used to automatically classify between AD patients’ and healthy controls’ speech (Wankerl et al., 2017). Language models were built on transcripts from spontaneous speech of subjects describing the Cookie Theft Picture from the Boston Diagnostic Aphasia Examination battery. The resulting language models based on AD speech and control subjects’ speech were then used to compute different perplexity scores per patient including perplexity of an AD language model given an AD speech sample and perplexity of an AD language model given a control speech sample. The authors conclude that perplexity in such a free speech task is higher for AD samples than healthy controls, which could be interpreted as evidence for the deterioration of expressive language capabilities over the course of AD.

Using free speech from autobiographic interviews — a more liberal scenario for natural language — Weiner et al. used perplexity scores to automatically discriminate between general dementia patients and healthy controls (Weiner et al., 2017). Multiple-hour interviews (98 subjects, 230 hours) were cleaned of experimenter speech interventions and transcribed both manually and by an automatic speech recognition (ASR) system. Based on the raw audio signal and transcripts, the authors compared classification results using both automatically and manually generated feature sets divided into acoustic features, linguistic features and ASR features. Perplexity scores were reported as ASR features, differentiated into within and between subject perplexity. The authors concluded that automatic classification is feasible and report within/between speaker perplexity as two of their best performing features. Similarly to Wankerl et al.(2017), other researchers used manual transcripts from speech of the Cookie Theft Picture description task and language models built on healthy controls’ speech to differentiate between different forms of FTLD (Pakhomov et al., 2010). Results show that perplexity scores discriminate well between different subforms of FTLD: behavioural variant of the FTLD and semantic dementia. This is in line with the notion that the behavioural FTLD variant manifests not primarily in corrupted language but semantic dementia does. The authors also correlated perplexity scores with results from common neuropsychological tests, such as SVF: the free speech task perplexity scores negatively correlate with the SVF task. This is perfectly in line with the semantic retrieval problems in semantic dementia, manifesting in a very low SVF word count (i.e., high perplexity due to corrupted free speech and low SVF score).

The underlying latent objective of free speech tasks is, by nature, to produce syntactically correct speech. Using a language model trained on healthy controls, perplexity measures how people are not able to produce such an output following the given objective. In the semantic verbal fluency task however, the inherent objective is to produce as many items as possible which necessarily requires to exploit deeper semantic stock. As the objective is also to not produce repetitions, to be successful one has to produce sequences of increasingly rare items to maintain a high production rate towards the end of the task; this follows as the common easy-to-access semantic items are typically produced at the beginning of the timed task.

There is broad evidence, proving that demented persons have significant difficulties in the SVF task which manifests not only in a lower SVF raw count, but also in inefficient semantic stock exploitation strategies. In other words, demented patients are, especially towards the second half of such a task, not able to produce rare/repetition-free sequences of correct item responses. This lack of strategic semantic memory exploitation can be observed through multiple computational approaches (Woods et al., 2016), allowing to automatically compute semantic exploitation measures which compare the patient’s sequence of words to a global semantic representation inferred from large text corpora leveraging either graph theory (Clark et al., 2016) or neural word embeddings (Linz et al., 2017a).

Recent work on the qualitative computational analysis of the SVF in demented patients shows that features based on neural word embeddings discriminate well between healthy controls and dementia types. Especially semantic density — the lexical coverage of a patients semantic exploitation — and word frequency — the lexical rareness of a patients produced items — have been shown to be very predictive and highly significant features in this task (Linz et al., 2017b). In general, demented persons are less successful in the SVF task as they are less able to systematically exploit a large distributed semantic stock and produce sequences of relatively rare items.

Therefore the aim of this study was to explore the possibility of a SVF language model to detect inefficient SVF production strategies, thus dementia. This represents a novel approach, as to the authors’ knowledge, perplexity has so far only been used to detect language corruption.

3. Background

Statistical Language Models are a common tool for representing the probability distribution of language data, in either written or spoken form. After computing these models, they can be used to determine the probability of a given sequence of words. To train a model, a corpus is split into a list of n-grams, a sequence of words of length n, $N = (w_1 \ldots w_n)$. The probability of the n-gram, $N$, is determined using maximum
likelihood estimation (MLE):

\[
P(N) = P(w_n|w_1...w_{n-1}) = \frac{P(w_1...w_n)}{P(w_1...w_{n-1})} \quad (1)
\]

The model stores the counts of all the n-grams in the corpus, thus ‘training’ it. To evaluate the probability of getting a certain sequence of words of length \( \alpha \), \( S = (w_1...w_\alpha) \), from our model, based on the Markov assumption, we can multiply the probability of each n-gram in the sequence.

\[
P(S) = \prod_{i=1}^{m} P(w_i|w_1...w_{i-1}) \quad (2)
\]

Unigram models are simple models where the probability of every type, or unique word, is equivalent to the relative frequency of the word in the training set. Because unigrams assume that every word does not depend on any of the previous words, they do not capture the relationships between words. This is why we continue with the bigram and trigram models, where conditional probabilities are used in training.

One challenge of language modelling is data sparsity as we will never encounter every possible combination of n-gram that can be generated during training. Data sparsity makes it likely that our model will encounter unseen n-grams during testing and assign them a probability of zero, causing \( P(S) = 0 \). To counter this, language models employ a technique known as smoothing, in which some of the probability mass of seen n-grams is shifted to unseen n-grams. Lidstone smoothing (Lidstone, 1920) is an additive smoothing technique in which an ‘unknown’ token is added, as a placeholder, to our training set. Then, a predetermined \( \alpha \) is added to every n-gram count. Any n-grams that appear in testing, and that were not seen in training, will be accounted for by the ‘unknown’ token. The counts of the n-grams are then normalized by adding the count of the n-gram’s history, \( C(w_1...w_{n-1}) \), to the size of the vocabulary of the n-gram’s history, \( V \), multiplied by \( \alpha \). After smoothing, the probability of an n-gram is represented by:

\[
P(w_n|w_1...w_{n-1}) = \frac{C(w_1...w_n) + \alpha}{C(w_1...w_{n-1}) + V \alpha} \quad (3)
\]

After calculating the smoothed probability distribution of a training set, language models can be evaluated on a test sample using a measure called perplexity. Perplexity is a score that shows how well a trained model predicts a test sample by taking the probability of the test sample and normalizing it by the number of words in the test sample. Perplexity is computed by the following equation:

\[
PPL(S) = \frac{1}{n} \left( \prod_{n=1}^{m} P(w_n|w_1...w_{n-1}) \right)^{-1} \quad (4)
\]

Perplexity and probability are inversely related, so when perplexity is minimized, probability is maximized. This means a low perplexity indicates that the model fits the test sample well.

### 4. Methods

#### 4.1. Data

The data used for the following experiments was collected during the Dem@Care (Karakostas et al., 2014) and ELEMENT (Tröger et al., 2017) projects. All participants were aged 65 or older and were recruited through the Memory Clinic located at the Institute Claude Pompidou in the Nice University Hospital. Speech recordings of elderly people were collected using an automated recording app on a tablet computer and were subsequently transcribed following the CHAT protocol (MacWhinney, 1991). Participants completed a battery of cognitive tests, including a 60 second animal SVF test. Furthermore, all participants completed the MMSE (Folstein et al., 1975) and CDR (Morris, 1997). Following the clinical assessment, participants were categorized into three groups: Control participants (HC) diagnosed healthy after assessment, patients with MCI and patients that were diagnosed as having Alzheimer’s Disease or related disorders (ADRD). AD diagnosis was determined using the NINCDS-ADRSA criteria (McKann et al., 2011). Mixed/Vascular dementia was diagnosed according to ICD 10 (World Health Organization, 1992) criteria. For the MCI group, diagnosis was conducted according to Petersen criteria (Petersen et al., 1999). Participants were excluded if they had any major auditory or language problems, history of head trauma, loss of consciousness, or psychotic or aberrant motor behaviour. Demographic data and clinical test results by diagnostic groups are reported in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>HC</th>
<th>MCI</th>
<th>ADRD</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>40</td>
<td>47</td>
<td>79</td>
</tr>
<tr>
<td>Age</td>
<td>72.65 (8.3)</td>
<td>76.59* (7.6)</td>
<td>79.0* (6.1)</td>
</tr>
<tr>
<td>Sex</td>
<td>8F/22M</td>
<td>23M/24F</td>
<td>39M/40F</td>
</tr>
<tr>
<td>Education</td>
<td>11.35 (3.7)</td>
<td>10.81 (3.6)</td>
<td>9.47* (4.5)</td>
</tr>
<tr>
<td>MMSE</td>
<td>28.27 (1.6)</td>
<td>26.02* (2.5)</td>
<td>18.81* (4.8)</td>
</tr>
<tr>
<td>CDR-SOB</td>
<td>0.47 (0.7)</td>
<td>1.68* (1.11)</td>
<td>7.5* (3.7)</td>
</tr>
</tbody>
</table>

Table 1: Demographic data and clinical scores by diagnostic group; mean (standard deviation); Significant difference (\( p < 0.05 \)) from the control population in a Wilcoxon-Mann-Whitney test are marked with *; HC=’Healthy control’, MCI=’Mild cognitive impairment’, ADRD=’Alzheimer’s disease and related disorders’; MMSE=’Mini-Mental-State-Examination’; CDR-SOB=’Clinical Dementia Rating Scale - Sum of boxes’.

#### 4.2. Language Modelling

Based on our three patient populations (HC, MCI, ADRD), we construct three LMs: (1) trained only on the healthy population, (2) trained only on the impaired population (MCI + ADRD) and (3) trained on all patient data, regardless of diagnosis. For each training set we build unigram, bigram and trigram models. We stop at trigrams, since given our vocabulary (n=238) the possible number of trigrams is 13,481,272 and our corpus only contains 2,203 trigram tokens, leading to extreme sparsity. We apply Lidstone smoothing to the
model with $\alpha = 1$.

Due to the nature of our training samples, lists of animals, and leave one out method of cross validation, we have a small vocabulary and do not expect a high amount of unseen tokens in the testing sequence, compared to natural language, making this a justifiable method of smoothing on this data set.

Perplexity is calculated as described in Equation \[ 4 \] For models (1) and (2) we discriminate between the training population and the rest. Let $A_t = a_1, ..., a_m$ be the training population and $A_r = a_{m+1}, ..., a_n$ the rest of the samples. Then we perform leave-one-out cross validation on $A_t$, generating one perplexity value for the held-out sample $a_i$ and each sample in $A_r$, per iteration. In the end, every sample in $A_t$ has one perplexity value and every sample in $A_r$ has $m$ perplexity values. Averaging the $m$ values per sample, leaves us with one perplexity value per sample. For (3) we perform a simple leave-one-out cross validation on the complete set $a_1, ..., a_n$, yielding one perplexity value per patient.

### 4.3. Classification

To confirm the diagnostic power of perplexity, we perform a simple classification experiment. Each person in the database was assigned a label relating to their diagnosis (HC, MCI and ADRD). Perplexity values from different models were used as input to classification models. All features were normalised using z-standardisation.

In all scenarios we use Support Vector Machines (SVMs) (Cortes and Vapnik, 1995) implemented in the scikit-learn framework (Pedregosa et al., 2011). We use a radial bases kernel, since there is only one feature (Hsu et al., 2010) and 10-fold cross validation was used for testing. To find a well-performing set of hyperparameters, parameter selection using cross-validation on the training set of the inner loop of each cross validation iteration was performed. Performing cross validation on small data sets only once leads to performance fluctuations between different iterations. To work around this problem, cross validation was performed multiple times and then the mean of all performance metrics was calculated.

### 5. Results

Figure 2 displays boxplots of perplexity values by diagnostic groups. Each column corresponds to either uni-, bi- or trigram models. Rows indicate the training scenario. In general the perplexity decreases with disease progression - from HC, to MCI, to ADRD. People with ADRD have significantly smaller perplexity values compared to the HC population, regardless of the context history length considered and training material. The same is true for people with ADRD in comparison to the MCI population. A significant difference between the HC and the MCI population for unigrams is only visible in the ‘Impaired’ model, (3). Bigram models all show significant differences between both populations. Trigrams only show this effect for models trained on the whole population or the impaired part. Overall, trigrams show less differences between populations and high perplexity values,
which can be attributed to the extreme sparseness of these models given our small data set.

Table 2 shows classification results for different models and scenarios. Following inspection of Figure 2 only models trained on all samples in the population were used in classification experiments, as the inter-group effects seem consistent between different training material. Between the HC and the ADRD group, as well as the MCI and ADRD populations, the unigram and bigram model show comparable performance. For classification of the HC and the MCI population the bigram model clearly shows the best performance.

### 6. Discussion and Conclusion

A general result of this study is that people with MCI or dementia show significantly lower perplexity values in SVF compared to a healthy population, meaning the n-gram LMs, regardless of training corpus, are more suited to model a demented person’s speech versus that of a healthy person. Thus people with dementia are more predictable in their production of words in the SVF task.

This differs from findings about perplexity of demented patients in free speech tasks, where perplexity values of demented speech have been shown to be higher than that of healthy controls (Wankerl et al., 2017). This can be explained by the different scenarios where language modelling is applied: on natural language, a LM and its resulting perplexity can be interpreted as a measure for syntactic normality/correctness. When training on and predicting SVF performances, in which production of word sequences is motivated semantically, the perplexity can be viewed as a measure for effective semantic retrieval strategy.

Furthermore, we found word production in SVF differed in advancing stages of dementia syndromes. Unigram perplexity approximated on the SVF task, can be seen as a measure of predictability of word choice. Perplexity values of unigram models were found to be good indicators to separate the ADRD group from the HC group, but not the MCI population from the HC. Thus, word choice in SVF is more predictable in late stage dementia and not in early stage. Perplexity of bigram models trained on SVF productions—and for that matter any ngram where \( n \geq 2 \)—can be seen as a measure for predictability of production strategy in the task. Both ADRD and MCI groups show significant differences in perplexity of bigram models to the HC group. Consequently, both populations show more predictable production strategies.

When modelling with trigrams, we would expect to see effects of context length—such as people with dementia using less contextual information. Unfortunately, this study is limited in the conclusions that can be drawn about the trigram models as it lack sufficient amounts of SVF data and therefore those models are severely undertrained. In future experiments, we would like to gather more data to generate well-trained trigram models and possibly draw a more definitive conclusion on the effects of context length in SVF. We would also like to try different smoothing techniques, possibly interpolated methods such as Witten-Bell, that are not as coarse as the Lidstone technique.

Based on the trends shown in the unigram and bigram models, demented patients show significantly lower perplexity values, regardless of training data, and are therefore more predictable. Furthermore, persons in advanced stages of dementia differ in predictability of word choice — as shown by the unigram models — and production strategy — as shown by the bigram models — where as people with mild cognitive impairment only show significant predictability in their production strategy.

Perplexities from both the unigram and bigram models also function as adequate diagnostic features in classification tasks where the unigram model differentiates the best between HC and ADRD and the bigram model differentiates best between the more fine-grained distinctions of MCI versus the healthy controls or more severely demented patients.
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Abstract
We present an approach to automatic detection of Alzheimer’s type dementia based on characteristics of spontaneous spoken language dialogue consisting of interviews recorded in natural settings. The proposed method employs additive logistic regression (a machine learning boosting method) on content-free features extracted from dialogical interaction to build a predictive model. The model training data consisted of 21 dialogues between patients with Alzheimer’s and interviewers, and 17 dialogues between patients with other health conditions and interviewers. Features analysed included speech rate, turn-taking patterns and other speech parameters. Despite relying solely on content-free features, our method obtains overall accuracy of 86.5%, a result comparable to those of state-of-the-art methods that employ more complex lexical, syntactic and semantic features. While further investigation is needed, the fact that we were able to obtain promising results using only features that can be easily extracted from spontaneous dialogues suggests the possibility of designing non-invasive and low-cost mental health monitoring tools for use at scale.

Keywords: Dementia diagnosis and prediction, Alzheimer’s disease, dialogue analysis, speech features, vocalisation graphs, content-free analysis.

1. Introduction
Research into early detection of Alzheimer’s disease (AD) has intensified in the last few years, driven by the realisation that in order to implement effective measures for secondary prevention of Alzheimer’s type dementia (ATD) it may be necessary to detect AD pathology decades before a clinical diagnosis of dementia is made (Ritchie et al., 2017). While imaging (PET, MRI scans) and cerebrospinal fluid analysis provides accurate diagnostic methods, there is an acknowledged need for alternative, less invasive and more cost-effective tools for AD screening and diagnostics (Laske et al., 2015). A number of neuropsychological tests have been developed which can identify signs of AD with varying levels of accuracy (Mortamais et al., 2017; Ritchie et al., 2017). However, the proliferation of technologies that enable personal health monitoring in daily life points towards the possibility of developing tools to predict AD based on processing of behavioural signals.

Speech is relatively easy to elicit and has proven to be a valuable source of clinical information. It is closely related to cognitive status, having been used as the primary input in a number of applications to mental health assessment. It is also ubiquitous and can be seamlessly acquired. In recent years, combinations of signal processing, machine learning, and natural language processing have been proposed for the diagnosis of AD based on the patient’s speech and language (Fraser et al., 2016). Models built on phonetic, lexical and syntactic features have borne out the observation that these linguistic processes are increasingly affected as the disease progresses (Kirshner, 2012). However, most machine learning research in this area has employed either recorded narrative speech (Lopez-De-Ipina et al., 2012), or recorded scene descriptions (Luz, 2017; Fraser et al., 2016) collected as part of a neuropsychological assessment test, such as the Boston “cookie theft” picture description task (Becker et al., 1994).

In contrast to those methods, our approach employs spontaneous conversational data, exploring patterns of dialogue as basic input features. Content-free interaction patterns of this kind were first used in the characterisation of psychopathology by Jaffe and Feldstein (1970), who represented therapist-patient dialogues as Markov chains. Here, we build on these ideas to analyse patient data from the Carolina Conversations Collections (CCC) (Pope and Davis, 2011). We trained machine learning models on these data to differentiate AD and non-AD speech. This work is, to the best of our knowledge, the first to employ low-level dialogue interaction data (as opposed to lexical features, or data from narrations other forms of monologue) as a basis for AD detection on spontaneous speech.

2. Background
One of the greatest challenges facing developed countries, and increasingly the developing world, is the challenge of improving the quality of life of older people. In 2015, the First Ministerial Conference of the WHO on Global Action Against Dementia estimated that there are 47.5 million cases of this condition in the world. Cohort studies show between 10 and 15 new cases per each thousand people every year for dementia, and between 5 and 8 for Alzheimer’s Disease. Prognosis is usually poor, with an average life expectancy of 7 years from diagnosis. Less than 3% diagnosed live longer than 14 years. Current statistics predict that the population aged over 65 is expected to triple between years 2000 and 2050 (World Health Organization and others, 2015). This will lead to structural and societal changes, accentuating what is already becoming a highly demanding issue for health care systems.

Dementia is therefore set to become a very common cause of disability which places a heavy burden on carers and patients alike. While there are currently neither a cure nor a way to entirely prevent the progress of the disease, it is...
hoped that a better understanding of language and communication patterns will contribute to secondary prevention. A characterisation of communication patterns and their relation to cognitive functioning and decline could be useful in the design of assistive technologies such as adaptive interfaces and social robotics (Wada et al., 2008). These technologies might help provide respite to carers, and stimulate cognitive, physical and social activity, which can slow disease progression and improve the patient’s quality of life (Middleton and Yaffe, 2009). Collecting relevant real life observational data and assembly of prior and current knowledge (Wada et al., 2008) could lead to new effective and personalised interventions.

Assessing people’s behaviour in natural settings might also contribute to earlier detection (Parsey and Schmitter-Edgecombe, 2013) [Mortamais et al., 2017]. Language impairment is a common feature of dementia, implying signs such as word-finding and understanding difficulties, blurred speech or disrupted coherence (American Psychiatric Association, 2000). Although language is a good source of clinical information regarding cognitive status, manual analysis of language by mental health professionals for diagnostic purposes is challenging and time-consuming. Advances in speech and language technology could help by providing tools for detecting reliable differences between patients with dementia and controls (Bucks et al., 2000), distinguishing among dementia stages (Thomas et al., 2005) and differentiating various types of dementia (Fraser et al., 2016).

Features such as grammatical constituents, vocabulary richness, syntactic complexity, psycholinguistics, information content, repetitiveness, acoustics, speech coherence and prosody, have been explored in conjunction with machine learning methods to identify Alzheimer’s and other types of dementia through the patient’s speech. This is not only because language is impaired in these patients, but also because language relies on other cognitive functions, such as executive functions, which allow us to interact in a sound and meaningful way. These functions are responsible for decision making, strategy planning, foreseeing consequences and problem solving, which are essential to successful communication, but are impaired by AD (Fraser et al., 2016) [Marklund et al., 2009] [Satt et al., 2013]. Although hardly perceptible to the speakers themselves, patterns of impairment are thought to occur even in informal and spontaneous conversations (Bucks et al., 2000) [Cohen and Elvevåg, 2014].

3. Related work

Potential applications of the kind of speech technology described in this paper include the development of interactive assistive technologies, and monitoring of users for signs of cognitive decline with a view to mitigating further decline. From the perspective of potential applications of automatic speech analysis to technology-assisted care, there is evidence (Rudicz et al., 2014b) that it is psychologically more acceptable for a user to be aided by another person or a robot than from ambient sensors and devices which are unable to offer meaningful interaction. Therefore, the development of such assistive applications involves research on speech processing for natural conversations rather than scripted speech or monologues (Conway and O’Connor, 2016).

From the perspective of monitoring for early detection, it is known that AD leads to disruption of one’s ability to follow dialogues, even in simple, routine interactions. At later stages of the disease, failure to perform meaningful interactions appears (Watson, 1999). This has a negative impact on tasks such as following instructions regarding household activities and medication, as well as preventing rewarding social interactions. Here, once again the focus should be on natural interaction data, as scripted talk cannot be compared to spontaneous conversation in terms of information richness and external validity of results (Kato et al., 2013). Over the last decades, different approaches have targeted early detection of AD on spontaneously generated data through automatic and non-invasive intelligent methods. Some of these approaches have focused on speech parameters analysis: automatic spontaneous speech analysis (ASSA), emotional temperature (ET), (Lopez-De-Ipiña et al., 2012), voiceless segments, and phonological fluency have been shown to explain significant variance in neuropsychological test results (García Meilán et al., 2012). These methods are not only non-invasive and free from side-effects, but also relatively cheap in time and in terms of resources. Another approach that rely on easily extracted acoustic features, such as the ones we propose in this paper, though not in dialogue or spontaneous speech settings is presented by Satt et al. (2013). This approach extracts a number of voice features (voiced segments, average utterance duration, etc.) from recordings of picture description, sentence repetition, and repeated pronunciation of three syllables used in diadochokinetic tests in succession. The method achieves accuracy levels of over 80% in detection of AD and mild cognitive impairment (MCI).

Other approaches have used time-aligned transcripts and syntactic parsing, extracting speech features and using them for classifying healthy elderly subjects from subjects suffering AD or MCI, as well as other tasks. This classification has been done either by comparing impaired to healthy speech performance (speech quality in terms of lexicon, coherence, etc.), or by comparing classifier performance when only neuropsychological tests are included against performance when such tests are used together with speech features, generally with statistically significant improvements (Roark et al., 2011) [Fraser et al., 2016]. Analysis performed on similar corpora provide good insight of the performances achieved using different features.
A first analysis [Fraser et al., 2016], based on a monologue corpus (DementiaBank), identified four different linguistic factors as main descriptors: syntactic, semantic, and information impairments, and acoustic abnormality. They achieved accuracy of up to 92.05% using full scale analysis of 25 features, selected amongst an original feature set of 370 features after extensive experimentation.

An analysis of the CCC corpus by Guinn et al. [Guinn and Habash, 2012] used similar linguistic features. Unlike the work presented in this paper, Guinn’s analysis was focused on the differences between interviewers and subjects in the subset of patients with AD. They achieved a combined accuracy of 75-79.5 % using decision trees, with a large discrepancy between AD (38-42 %) and non-AD (74-100 %) recognition accuracy.

Works on dialogue so far have identified features such as conversational confusion (AD increases confusion rates, and this relates to slower and shorter speech; [Rudzicz et al., 2014]), prosodic measures [Gonzalez-Moreira et al., 2015], and emotion [Devillers et al., 2005]. These studies used machine learning methods (neural networks, Naïve Bayes, and random forests, respectively), reporting accuracy in the 70-90 % range. Although these results are promising, they are difficult to generalise. This is because they are primarily content dependent. That is, they employ lexical, and sometimes syntactic information, which present a number of potential disadvantages. The content of a conversation is likely to change greatly depending on whether a participant belongs to the control group or to the group with Alzheimer’s Disease, especially if the conversational partner is their doctor. In addition, such content is difficult to acquire in spontaneous speech settings. Despite the advances in automatic speech recognition, recognition (word) error rates in unconstrained settings are still over 11%, even for fairly clear, telephone dialogues [Xiong et al., 2016].

Another difficulty with these approaches is the fact that they are language-dependent, and therefore require building different models for different languages, which in the context of global mental health could be a major shortcoming. Therefore, these models should aim to be content-independent as possible to be generalisable [Satt et al., 2013]. In contrast to content-based approaches, our method focuses on the interaction patterns themselves, rather than on characteristics of the speech and language content as such.

4. Methods

4.1. Dataset

We have conducted our analysis using the Carolina Conversations Collection (Pope and Davis, 2011). The dataset is a digital collection of recordings of conversations about health, including both audio and video data, with corresponding transcriptions. The corpus consists of natural conversations involving an older person (over the age of 65) with a medical condition. Several demographic and clinical variables are also available, including: age range, gender, occupation prior to retirement, disease diagnosed, and level of education (in years). The interviewers were gerontology and linguistic students or researchers to whom the patients spoke at least twice a year. A unique alias was assigned to each patient to protect their identity.

Access to the data was provided after complying with the ethical requirements of the University of Edinburgh and the Medical University of South Carolina. In order to ensure that the results described here are reproducible we will provide, on request, the identifiers for the dialogues used in our experiments so that interested researchers can recreate our dataset upon being granted access to the CCC. The source code used for processing the data is available at a University of Edinburgh gitlab server [1].

For the research described here we selected a total of 38 patient dialogues: 21 patients had a diagnosis of Alzheimer’s disease (15 females, 6 males), and 17 patients (12 females, 5 males) had other diseases (diabetes, cardiac issues, etc., excluding neuropsychological conditions), but not AD. These groups were selected for matching age ranges and gender frequencies so as to avoid statistical bias. The dataset also included time-aligned transcripts, which we did not use except for the computation of an alternative speech rate feature as described below.

4.2. Data Preparation

The speech data selected as previously described were pre-processed in order to generate *vocalisation graphs* — that is, Markov diagrams encoding the first-order conditional transition probabilities between vocalisation events and steady-state probabilities [Luz, 2013]. Vocalisation events are classified as speech by either the patient or the interviewer/other, joint talk (overlapping speech), or silence events (also known as ‘floor’ events, which are further in the diagrams as pauses and switching pauses, according to whether the floor is taken by the same speaker or another speaker, respectively). An example of vocalisation graph is shown in Figure 1.

Vocalisation and pause patterns have been successfully employed in the analysis of dialogues in a mental-health context [Jaffe and Feldstein, 1970], segmentation [Luz and Su, 2010] and classification of dialogues, and more recently on characterisation of participant role and performance in collaborative tasks [Luz, 2013]. Models that employ basic turn-taking statistics have also been proposed for dementia diagnosis [Mirheidari et al., 2016], though not in a systematic content-fee framework as in our proposed method.

The distributions of event counts according to vocalisation

---

[1]https://cybermat.tardis.ed.ac.uk/ptial/CCCdataset
events with AD tend to produce more vocalisation events than their interviewers (and, consequently, produce more silence events). This is consistent with findings in the literature on language changes in AD (American Psychiatric Association, 2000).

![Figure 2: Distribution of vocalisation event counts for patients with and without AD in CCC dialogues.](image)

Speech rate was estimated using De Jong’s syllable nuclei detection algorithm (Jong and Wempe, 2009), which is an unsupervised method – that is, it can be applied directly to the acoustic signal, with no need of human annotation. However, as the audio quality of the CCC recordings is uneven, and as the dataset provides no gold standard against which one could assess syllable count, we decided to validate the use of De Jong’s method against the time-stamped transcripts provided. Using these transcripts one could, in principle, estimate average words per minute (WPM) for individual utterances, as is sometimes done (Hayakawa et al., 2017). However, this method of measuring WPM based on transcription has a number of limitations. Words have variable length, and their articulation can vary greatly due to a number of speech-related phenomena, such as phonological stress, frequency, contextual predictability, and repetition (Bell et al., 2009). In order to mitigate these problems, we instead produced speech rate ratio estimates normalised through a speech synthesizer, employing the methods proposed by Hayakawa et al. (Hayakawa et al., 2017). These estimates represent deviations from a “normalised” pace of 160 words per minute (WPM) synthesised using the MaryTTS system (Schroder and Trouvain, 2003). We therefore computed the ratio of the synthesised speech to the actual duration of the patient’s speech. The speech rate ratio correlated well with the syllable per minute rate extracted using only the recorded audio ($\rho = 0.502$, $t(30) = 3.19, p = 0.003$) indicating that speech rate can be estimated with an acceptable level of reliability through the unsupervised method, even in fairly noisy settings.

A Python script was employed to extract basic speaker turn time stamps, speaker role information, and transcriptions from the original XML-encoded CCC data. The resulting data were then processed using the R language in order to detect silence intervals, and categorise turn transitions and pause events.

Some descriptive statistics on the dialogues can be seen in Table 1. These statistics include: average turn duration (how many seconds a participant speaks on average), total turn duration (how many seconds did the participant’s turns lasted in total), normalised turn duration (the ratio of a participant’s turn duration to the total duration of AD or non-AD dialogues, according the participant’s class), number of words generated (total per class and on average per class’ participant), and number of words per minute (average per class participant).

Contrary to our expectations, we did not observe a statistically significant difference between the speech rate in syllables per minute between patients with and without AD (Welch two sample t-test $t(30.5) = 1.15, p = 0.28$), even though the mean for non-AD ($M = 180.8$ syllables/min, $sd = 28.4$) was higher than that for patients with AD ($M = 168$ syllables/min, $sd = 35.6$).

Two alternative data representations were generated. The first (henceforth referred to as VGO) was based on the vocalisation graphs only. That is, VGO encodes the probabilities of each possible pair of transitions, including self-transitions, which tend to dominate Markov chains sampled, and the steady-state probabilities for each vocalisation event. The second form of representation (VGS) simply consists of the VGO with information about the participant’s speech rate (mean and variance) added to the vocalisation statistics. With the exception of speech rate ratio, which necessitates transcription, all the information needed to build VGO and VGS instances can be extracted through straightforward signal processing methods.

### 4.3. Machine learning

The data instances in the two alternative representation schemes were annotated for presence or absence of Alzheimer’s Disease (AD). A supervised learning procedure was employed in order to train classifiers to predict such annotations on unseen data.

We trained a boosting model (Schapire and Freund, 2004) using decision stumps (i.e. decision trees with a single split node) as weak learners. The training process consisted
of 10 iterations whereby, for each training instance \((x_i)\), a weak classifier \(\hat{f}_m\) was fitted using weights on the data which were iteratively computed so that the instances misclassified in the preceding step had their weights increased by a factor proportional to the weighted training error. In this case class probability estimates \(P(\text{ad} = 1|\text{data})\) were used to compute these weights and to weight the final classification decision (additive logistic regression) following the Real AdaBoost algorithm (Friedman et al., 2000). 

\[
\hat{F}(x) = \text{sign} \left( \sum_{m=1}^{M} \hat{f}_m(x) \right)
\]  

(1)

Classification performance was assessed through a 10-fold cross validation procedure. As the dataset is reasonably balanced, results were assessed in terms of accuracy, precision (the ratio of the number of true positives to the number of instances classified as AD), recall (or sensitivity, the ratio of true positives to the number of AD cases) and \(F_1\) score (the harmonic mean of precision and recall). Micro (\(\mu\)) and macro (\(M\)) averages for these scores are given by taking means over the entire set of classification decisions and over individual classifiers respectively, across the 10 folds. As the data set is fairly small, we also ran a leave-one-out cross validation (LOOCV) procedure to obtain better estimates of generalisation accuracy. This consisted of selecting one instance for testing, and building a classification model on the remaining instances, and iterating this procedure until all instances have been selected as testing instances. Macro averages are uninformative in LOOCV, so we only report overall accuracy figures for this procedure.

ROC curves showing the relationship between true positive and false positive rates as the classification threshold is varied were also plotted. Simulation was employed in order to smooth these ROC curves by running 10 rounds of 10-fold cross validation tests with a randomised selection of instances making up the hold-out sets.

5. Results

Our first approach, based on the VGO data representation scheme, produced promising results. Accuracy levels were well above the baseline, with overall accuracy reaching 81.1%, showing that turn taking patterns can provide useful cues to the detection of AD in dialogues. The results for the VGO-based classification are shown in Table 2. The corresponding ROC curve is shown in Figure 3. Adding speech rate information (VGS representation) contributed to further enhancing AD detection, bringing the overall accuracy score to about 86.5%. Detailed evaluation metrics are shown in Table 3. The ROC curve for the VGS-based classification approach is shown in Figure 4. It can be seen that the addition of features for mean and variance of speech rate ratio over dialogues had the effect of improving classification trade-offs, particularly reducing the false positives while increasing the true positives at low threshold cut-offs.

For comparison we ran the same testing procedure using some of the other classifiers employed in the literature reviewed in section 3., namely, logistic regression, naïve Bayes (Gaussian kernel), decision trees (C4.5 algorithm), SVM trained using sequential minimal optimisation, with a polynomial kernel (Platt, 1998), and random forests (Breiman, 2001). Weka implementation (Hall et al., 2009). The overall (LOOCV) accuracy figures are shown in Table 4. There is little difference in performance between our chosen method (Real Adaboost) and other methods used in the literature, except for logistic regression, which underperforms the machine learning methods. Real Adaboost slightly outperforms SVM and random forests classifiers, and matches C4.5 decision trees, with a slight advantage over the latter on the target AD class \((F_m = 0.878 \text{ vs. } F_{\mu} = 0.872)\).

Although there is considerable room for improvement upon this level of classification performance, the levels obtained with these simple models are comparable to the accuracy

### Table 2: AD detection results for the VGO data representation scheme.

<table>
<thead>
<tr>
<th></th>
<th>AD</th>
<th>non-AD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(\mu)</td>
<td>0.812</td>
<td>0.714</td>
</tr>
<tr>
<td>Precision(\mu)</td>
<td>0.765</td>
<td>0.769</td>
</tr>
<tr>
<td>Recall(\mu)</td>
<td>0.812</td>
<td>0.714</td>
</tr>
<tr>
<td>(F_1,\mu)</td>
<td>0.788</td>
<td>0.741</td>
</tr>
<tr>
<td>Precision(M)</td>
<td>0.667</td>
<td>0.792</td>
</tr>
<tr>
<td>Recall(M)</td>
<td>0.722</td>
<td>0.729</td>
</tr>
<tr>
<td>(F_1, M)</td>
<td>0.685</td>
<td>0.721</td>
</tr>
<tr>
<td>Overall accuracy (LOOCV):</td>
<td>0.811</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Results for the VGS data representation scheme.

<table>
<thead>
<tr>
<th></th>
<th>AD</th>
<th>non-AD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy(\mu)</td>
<td>0.882</td>
<td>0.769</td>
</tr>
<tr>
<td>Precision(\mu)</td>
<td>0.833</td>
<td>0.833</td>
</tr>
<tr>
<td>Recall(\mu)</td>
<td>0.882</td>
<td>0.769</td>
</tr>
<tr>
<td>(F_1,\mu)</td>
<td>0.857</td>
<td>0.800</td>
</tr>
<tr>
<td>Precision(M)</td>
<td>0.796</td>
<td>0.708</td>
</tr>
<tr>
<td>Recall(M)</td>
<td>0.833</td>
<td>0.708</td>
</tr>
<tr>
<td>(F_1, M)</td>
<td>0.811</td>
<td>0.700</td>
</tr>
<tr>
<td>Overall accuracy (LOOCV):</td>
<td>0.865</td>
<td></td>
</tr>
</tbody>
</table>

![Figure 3: ROC curve for VGO-based classifiers.](image)
There are several linguistic parameters that are promising for the assessment of cognitive functioning. In current approaches, these features have been typically extracted from data collected through structured interviews, storytelling or picture descriptions. The work presented here contributes a new perspective to feature extraction by focusing on spontaneous dialogues. Dialogue processing provides a convenient framework for the analysis of natural conversations, in which readily available predictors, such as turn taking behaviour, have already yielded satisfactory results. We plan to further analyse verbal and non-verbal parameters to obtain a better characterisation of AD in order to infer neuropsychological assessment results through speech and language processing, and subsequently to combine such features with actual neuropsychological evaluations and other relevant variables, building accurate models to achieve detection of AD at the time of onset.

The data set used in the present study has some limitations. Due to its constraints, the study was performed on a restricted subset of 21+17 sessions. In addition, the interview setting includes a degree of bias, as the interviewer’s objective is to get the patient to perform a certain task (e.g. description of a picture, driving the discussion) therefore influencing the patient’s speech. In order to mitigate these limitations, we plan to collect further data in more spontaneous dialogue in the near future.
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Abstract
Language dysfunctions are recognized as prominent signs of dementia, and previous computational studies have shown that measuring such dysfunctions can serve as a sensitive index of cognitive decline. These features of measuring language dysfunctions have been investigated in conversational data collected during neuropsychological tests but not in data collected during daily conversations. In this study, we used data obtained from a daily monitoring service for eight elderly people, including two who had been reported as having dementia, and investigated the features that characterize repetition in conversations on different days as well as single conversations on the same day. Through the analyses, we found that features for measuring repetition significantly increase for dementia patients in terms of topic and words. The results suggest that using the repetition features over the regular conversational data is a promising approach for detecting dementia sufferers.
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1. Introduction

As the world’s elderly population increases, the number of people living with dementia is rising rapidly, making dementia an increasingly serious health and social problem (Prince et al., 2013). Globally, around 47 million people were living with dementia in 2015, corresponding to about 7.6% of the world’s over-65-year-olds (Prince et al., 2013). Although dementia is the fifth-biggest cause of death in high-income countries, it incurs the highest annual global cost to manage (estimated to be as high as US$818 billion) because patients require constant and costly care for years (Dolgin, 2016; Prince et al., 2015). Japan is one high-income country facing a severe aging problem. The prevalence of dementia for persons 65 years or older is estimated at around 15%, and the annual cost spent on care for dementia patients was around US$120 billion (14.5 trillion JPY) in 2014 (Shikimoto et al., 2016).

Technological innovations in monitoring services for older adults as well as dementia care are expected to help people with dementia and their carers. These include diagnostic, monitoring, assistive, therapeutic, and carer supporting technologies (Livingston et al., 2017). In particular, interest is growing in technologies for early diagnosis as a possible way of improving dementia care because of recent failures in both clinical trials and laboratory work (Sperling et al., 2011). However, many people with dementia remain undiagnosed, and diagnostic coverage worldwide remains low (Prince et al., 2016). Even in high-income countries, only 40-50% of dementia sufferers have received a diagnosis (Prince et al., 2016). For example, only 45% of dementia sufferers in the United States have received clinical cognitive evaluations (Kotagal et al., 2015). Timely diagnosis is a prerequisite for good dementia care and helps people benefit from interventions, social support, and treatments. From this perspective, monitoring technology able to detect early signs of dementia in everyday situations might have great potential for supporting earlier diagnosis. Available published work has shown the usefulness of monitoring technologies for inferring an individual’s state, such as stress (Lu et al., 2012), and mental fatigue (Yamada and Kobayashi, 2017a; Yamada and Kobayashi, 2017b); assessing behavioral characteristics, such as sleep quality (Rahman et al., 2015) and activities (Cook, 2010); and screening for diseases, such as bipolar disorder (Faurholt-Jepsen et al., 2016) and Parkinson’s diseases (Tsanas et al., 2010). However, dementia remains difficult to detect from data collected on a daily basis for various reasons, such as people misconstruing the symptoms as a normal part of ageing.

One of the most promising ways to assess the health of dementia patients in everyday situations is identifying the evolution of language change over the course of dementia’s progression. Although the most typical symptom of dementia is memory impairment due to the medial temporal lobe shrinking (Kirshner, 2012; MacKay et al., 2008), dementia is characterized by a decline from a previously attained level of performance in one or more cognitive domains such as memory, learning, executive function, and language (American Psychiatric Association, 2013). As for language function, both retrospective analyses and prospective cohort studies have shown that language problems are prevalent dating from presymptomatic periods (Van Velzen and Garrard, 2008; Oulhaj et al., 2009). In addition, studies on pathologically proven Alzheimer’s disease (AD) patients have shown that they exhibited significant language changes such as syntactic simplification and impairments in lexico-semantic processing at the time of diagnosis (Ahmed et al., 2012; Ahmed et al., 2013).

Previous computational studies attempted to characterize such language dysfunctions by using acoustic, prosodic, and linguistic features extracted from data gathered while participants performed neuropsychological tests, but these features have not been investigated in conversational data collected during daily conversations. This study, we used data obtained from a daily monitoring service for eight elderly people, including two who had been reported as having dementia, and investigated the features that characterize repetition in conversations on different days as well as single conversations on the same day. Through the analyses, we found that features for measuring repetition significantly increase for dementia patients in terms of topic and words. The results suggest that using the repetition features over the regular conversational data is a promising approach for detecting dementia sufferers.
Figure 1: Overflow of regular monitoring service. A communicator calls an elderly customer once or twice a week, transcribes the conversations, and e-mails the transcripts to family members. We analyzed the conversation transcripts this service provided.

<table>
<thead>
<tr>
<th>Status</th>
<th>Gender</th>
<th>Age</th>
<th>Start</th>
<th>End</th>
<th>No. of calls</th>
<th>Ave. call time Mean (SD) [min.]</th>
<th>Ave. no. of words per conversation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>F</td>
<td>75-77</td>
<td>2015 Mar</td>
<td>2017 Apr</td>
<td>75</td>
<td>11.21 (8.85)</td>
<td>395.13 (124.18)</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>80-83</td>
<td>2014 Jul</td>
<td>2017 Apr</td>
<td>109</td>
<td>16.63 (4.47)</td>
<td>734.34 (195.10)</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>87-89</td>
<td>2016 Jan</td>
<td>2017 May</td>
<td>104</td>
<td>11.15 (4.46)</td>
<td>418.86 (235.12)</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>66-70</td>
<td>2014 Jul</td>
<td>2017 Apr</td>
<td>133</td>
<td>10.62 (2.32)</td>
<td>482.89 (118.95)</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>78-81</td>
<td>2014 Dec</td>
<td>2016 Mar</td>
<td>72</td>
<td>12.06 (2.83)</td>
<td>554.69 (119.03)</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>82-85</td>
<td>2014 Nov</td>
<td>2017 Apr</td>
<td>226</td>
<td>17.75 (6.29)</td>
<td>572.12 (235.49)</td>
</tr>
<tr>
<td>Dementia</td>
<td>F</td>
<td>85-86</td>
<td>2014 Jul</td>
<td>2015 Nov</td>
<td>40</td>
<td>9.29 (2.15)</td>
<td>462.28 (204.12)</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>88-88</td>
<td>2014 Jul</td>
<td>2014 Nov</td>
<td>13</td>
<td>7.77 (1.72)</td>
<td>277.94 (151.47)</td>
</tr>
</tbody>
</table>

Table 1: Specifications of conversational data of participants provided by the regular monitoring service.

Psychological tests by professionals such as medical doctors (Bucks et al., 2000; Hoffmann et al., 2010; Guinn and Habash, 2012; Fraser et al., 2016). For example, the short-term memory loss associated with dementia often brings about word-finding and word-retrieval difficulties (Henry et al., 2004; Káve and Goral, 2018). These difficulties have typically been characterized by measuring fillers including non-words and short phrases (e.g., "umm" or "uh") (Guinn and Habash, 2012; König et al., 2015). Dementia patients tend to reduce the tempo of and articulation rates in their speech (Hoffmann et al., 2010). These reductions have been measured by phonemes per second in patients’ speech. Dementia patients also tend to reduce the expressiveness of their speech. This reduction has been characterized by using linguistic features such as the decrease in adjective proportion and indices related to vocabulary richness (Bucks et al., 2000; Chiaei et al., 2017). These features have been extracted from spontaneous speech data during neuropsychological tests such as image descriptions, which might be useful for characterizing everyday conversations (Tomoeda et al., 1996; Fraser et al., 2016; Chiaei et al., 2017). Studies have recently started investigating whether these language dysfunctions observed in neurodegenerative diseases including dementia can be extracted in conditions close to those of everyday life and have garnered increasing attention (Masrani et al., 2017; Shinkawa and Yamada, 2018b; Shinkawa and Yamada, 2018a). However, these studies remain limited, and further research is required to detect dementia from language data gathered from everyday situations such as social media posts, family conversations, and conversations during monitoring services for older adults.

In this study, we analyzed conversational data of older adults with and without dementia obtained from a regular monitoring service for elderly people in Japan. We focused on repetition in conversations on different days in addition to single conversations on the same day on the basis of previous observational and descriptive studies that reported atypical repetitions as one of the prominent characteristics observed in dementia patients in everyday conversations (Cook et al., 2009). The analyses revealed that features for measuring repetition of both words and topics on different days increase for people with dementia compared with controls.

2. Materials & Methods

To gain insight into how dementia affects language features extracted from daily conversations, we analyzed conversational data collected in a regular monitoring service for elderly people. For the language features, we focused on topic and word repetition in separate conversations. In this section, we first describe the conversational data we used for analysis. We next explain how to calculate features to capture topic and word repetition on different days.

2.1. Conversational data from a regular monitoring service

We used conversational data obtained from the regular monitoring service for elderly people provided by Cocolomi Co., Ltd. (http://cocolomi.net/). Their service is intended to help families living separately to catch up on the lives of their older members. A communicator calls elderly people once or twice a week and encourages them to talk...
about their daily life. The conversation is transcribed by the communicator and e-mailed to the family members (Figure 1). The communicator typically transcribes the conversation in a spoken word format omitting incomplete words and fillers.

We used the transcribed texts collected from eight Japanese people (five females and three males aged 66-89 years, i.e., 82.37 ± 5.91 years old). Two of them were reported by their families as suffering from dementia. Table 1 shows the duration the service was used the number of the reported calls, the average duration of each call, and the average word length of each report. In total, 458,738 words in 772 documents were used for the analysis. All reports were written in Japanese.

For preprocessing, we performed word segmentation, part-of-speech tagging, and word lemmatization on the transcribed texts. Required part-of-speech words were extracted from the transcribed texts, and predefined stop words were eliminated. We used the Japanese morphological analyzer MeCab (Kudo, 2005).

2.2. Feature related to topic repetition on different days

To obtain a feature related to topic repetition, we first extracted $N$ topics from conversational data of three successive phone calls that were arranged in time sequence of data collection date during the monitoring service. We then calculated topic repetition by using topic similarities between the two sets of conversational data.

To extract topics, we used latent Dirichlet allocation (LDA), an unsupervised Bayesian probabilistic model commonly used in text analysis (Blei et al., 2003). It assumes that all documents are probabilistically generated from a set of $N$ topics, where each topic is a multinomial distribution over the words ($\beta$) and the documents are a mixture of these topics ($\theta$). LDA assumes every document in the corpus is generated using the following generative process:

1. A document specific topic distribution $\theta_c \sim \text{Dir}(\alpha)$ is drawn,
2. and for the $i$th word in the document; a topic assignment $z_i \sim \theta_c$ is drawn, and a word $w_i \sim \beta_{z_i}$ is drawn and observed.

For any given data, LDA automatically infers the latent document distribution $\theta_c$ for each document $c \in D$ and the topic distribution $\beta_k$ for each of the $k = \{1, \ldots, N\}$ topics. The probability of the $i$th word in a document $c$ is:

$$p(w_i, \theta_c) = \sum_k p(w_i | \beta_k) p(z_i = (k | \theta_c)).$$

Two sets of conversational data for calculating topic similarities were picked as two to six conversational data separated. Topic similarity was measured as cosine similarity of the word probability vectors for each topic, and the word probabilities less than 0.001 were padded with zero. Topic similarities were calculated for all possible combinations of topics extracted from different set of conversational data, and their maximum values were used as measures of topic repetition. The $N$ was set to 5 in this study.

2.3. Features related to word repetition on same day and different days

To quantify the word repetition behavior, previous computational studies focused on sentence similarities such as calculating the cosine distance between each pair of sentences in a conversation (Fraser et al., 2016). In this study, we focused on the feature of vocabulary richness as word repetition could result in a small number of distinct words being used in a conversation (Manschreck et al., 1981). Vocabulary richness was calculated by three typical measures (Bucks et al., 2000; Honoré, 1979): type-token ratio (TTR), Brunet’s index (BI), and Honoré’s statistic (HS). TTR is computed by dividing the total number of words
Figure 3: Appearance and interval of featured words in conversation. Featured words were translated from Japanese into English. Matrix with grey cells shows the word appearance in each conversation. The conversational data indices are ordered in time sequence from left to right. Red bars show the intervals between words.

(N) into the number of different word types (U). By using the same U and N, BI is also defined as BI=N\textsuperscript{U−1.165}. Unlike with other measures related to vocabulary richness, the vocabulary richness becomes greater as BI becomes smaller. HS gives particular importance to unique vocabulary items used only once (N\textsubscript{uni}). HS is defined as HS=100 log N/(1 − N\textsubscript{uni}/U). Previous studies reported that HS relatively showed a higher discrimination power than other measures for detecting dementia (Fraser et al., 2016). Therefore, we focused on HS and used its inverted number as a measure of repetition.

We first obtained pairs of conversational data D\textsubscript{i} and D\textsubscript{j} separated by t days (T − M ≤ t ≤ T + M). D\textsubscript{i} and D\textsubscript{j} contain all the words except numerals and symbols. HS\textsubscript{i} and HS\textsubscript{j} were extracted from D\textsubscript{i} and D\textsubscript{j} by calculating HS. Next, we defined D\textsubscript{ij} as a combined document of D\textsubscript{i} and D\textsubscript{j} and extracted HS\textsubscript{ij} as a feature of repetitiveness in conversations on different days. As a feature of repetitiveness in conversations on the same day, HS\textsubscript{i}\textsuperscript{−1} (HS\textsubscript{j}\textsuperscript{−1}) was used.

3. Results

We investigated how topics in conversations in regular monitoring services differed between older adults with and without dementia. We applied LDA to conversational data of each participant and obtained pairs of topics and word probability vectors. We obtained 1,240 word probability vectors represented in 795 dimensions. We investigated the similarities of the word probability vectors extracted from the conversations of each individual throughout the period of the monitoring service. To this end, we used the method of t-distributed stochastic neighbor embedding (t-SNE) (Van der Maaten and Hinton, 2008), which is widely used for visualizing high-dimensional datasets. Specifically, it models each high-dimensional object by two- or three-dimensional points in such way that similar objects are modeled by nearby points and dissimilar objects are modeled by distant points. Figure 2A shows the two-dimensional representation of the word probability vectors. The topics extracted from the conversation of participants with dementia are localized near each other in each participant. This could be considered to be because similar topics appear more frequently in conversations of individuals with dementia than in conversations of those without.

We next quantified such topic similarities by using the topic-repetition feature between conversations on different days. We investigated if the feature shows the difference between individuals with and without dementia. The feature was measured by using an effect size (Cohen’s d) (Nakagawa and Cuthill, 2007). For Cohen’s d, a 0.8 effect size is large, 0.5 medium, and 0.2 small. We observed that the feature extracted from the conversations of individuals with dementia was significantly higher than that extracted...
from the conversations of individuals without (effect size of 3.46, 95% Confidence interval (CI): 3.25-3.67; Figure 2B). Topic repetition as the behavior of dementia sufferers might be captured in conversations of the daily monitoring service.

For a prior investigation of the word-repetition feature, we focused on the repetition interval of the featured words in conversations of two participants with and without dementia. We selected the top ten words on the basis of the word probabilities of topics extracted by LDA. We investigated their intervals between repetitions by calculating the mean duration of each word occurrence. From the results, the mean durations were 9.7 for the control and 4.2 for the participant with dementia (Figure 3). This result indicates that word-repetition intervals in conversations of individuals with dementia might be shorter than those in conversations of controls.

To objectively measure the repetition of words, we investigated word-repetition features in both single conversations on the same day and paired conversations on different days. We observed higher repetition in conversations of individuals with dementia than in conversations of those without in both single and paired conversational data (effect size of 1.58, 95% CI 1.28-1.88 for single conversation and effect size of 2.67, 95% CI 2.10-3.24 for paired conversation; Figure 4). The difference was larger in paired conversational data, which suggests that monitoring word repetition in conversations on different days may help to detect signs of dementia in daily life.

4. Conclusion

We investigated word and topic repetition in daily conversations as a sensitive index of cognitive decline in dementia. We focused on repetition in conversations on different days in addition to single conversations on the same day on the basis of previous observational and descriptive studies that reported atypical repetitions as one of the prominent characteristics observed in dementia patients in everyday conversations.

We investigated topic- and word-repetition features by using conversational data obtained from a regular monitoring service. First, we visualized the topic probabilities using t-distributed stochastic neighbor embedding (t-SNE) to obtain an overview of topic distribution of each participant. Next, we investigated the feature of topic repetition in separate conversations on different days. We observed higher repetitiveness for participants with dementia than those without. This result indicates that the topic-repetition feature was able to capture atypical repetition in daily conversation of participants with dementia. For the word-repetition feature, we first investigated the intervals between the featured words in conversations. The intervals between repeated words were shorter in conversations of participants with dementia than in conversations of those without. Next, we investigated the word-repetition feature in single-day and different-day conversations. We observed the increase in features for measuring repetition in patients with dementia compared to those without both topic and words. The feature related to repetition in conversations in regular monitoring services might be useful for discriminating individuals with dementia from controls.

One of the limitations in this study was its small number of participants. In future work, we will need to confirm our results on a larger number participants. Another limitation was the participants’ labels for dementia sufferers and healthy controls. As mentioned in the Materials & Methods section, in this study, the participants’ labels were based on not clinical assessments including dementia types and severities but reports from the participants’ families.
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