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Abstract 

The scarcity of parallel resources between Tibetan and other languages lays a great difficulty for application of current researches in the 

fields of neural networks and deep learning. The construction of a large-scale parallel Tibetan corpus for Chinese, English and other 

languages also serves as a great importance for Tibetan NLP in general. More importantly, machine translation between Tibetan and 

other languages also poses many challenges compared to some current mature machine translation systems like English and other lan-

guages. The availability of large-scale multi-lingual parallel language resources is essential to enable minority language machine trans-

lation services to better serve the “Belt and Road'”. In this work, through the research of the chapter-level, paragraph-level, sentence-

level and word-level automatic acquisition techniques of Tibetan to other language texts, we proposed methods to acquire the knowledge 

needed for machine translation from the depth and breadth of knowledge mining. This first task in the work is to research on web-

oriented automatic discriminant and extraction algorithms for acquiring the comparable corpus, at the same time, by maximizing local 

matching, to expand the size of the word alignment, phrase alignment library (block aligned library), in order to enrich the Tibetan related 

parallel language resources. The second is to study on individual paragraph representations based on the large-scale Chinese, Tibetan 

and English monolingual corpus. And by comparing the similarity of representations and optimizing the threshold to evaluate bilingual  

comparability both in horizontal and vertical directions. And third is to study the methods to improve the alignment of language resources 

using monolingual and trilingual word representations as well as the paragraph representations. 
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1. Introduction 

Availability of large-scale parallel corpus is the most indis-

pensable resource for machine translation system, espe-

cially in Neural Machine Translation(NMT)(Bahdanau, 

Cho, & Bengio, 2014; Sutskever, Vinyals, & Le, 2014) 

Lacking large-scale language corpus poses a major practi-

cal problem for many language pairs (Artetxe, Labaka, 

Agirre, & Cho, 2017). Tibetan related studies in Natural 

Language Processing fields bloom in recent years, however, 

scarcity of parallel language resources is largely restraining 

the further researches. In this work, we present an auto-

matic approach for constructing Tibetan-Chinese-English 

trilingual parallel corpus by exploiting sentence similarity 

which is computed via comparing the continuous represen-

tation of sentences(Le & Mikolov, 2014) extracted from 

comparable corpus we collected. Comparable corpus is a 

set of monolingual corpora which usually in same or simi-

lar topics in different languages. This kind of corpora par-

alleling on document level can be obtained from the web 

and other sources due to sentences in it are not necessarily 

translations of each other language pair, therefore building 

and using comparable corpora is often a more feasible op-

tion in multilingual information processing (Liu & Zhang, 

2013). 

Many Chinese governmental sites such as http://www.peo-

ple.com.cn/ have multiple language locale settings includ-

ing Chinese, Tibetan, English etc., and the content in those 

sites can serve as a good source to construct comparable 

corpus. Furthermore, we have large amount in-house paral-

lel documents (shown in Table 1) in Tibetan, Chinese and 

English languages. 

2. Related Works 

Building comparable corpus attracted attention in the fields 

due to its flexibility and cost to construct relatively large 

parallel corpus which is usually hand-crafted with a huge 

amount of time and efforts. (Resnik, Philip, Smith, & Noah, 

2003) presented an approach to mining parallel using 

STRAND software on Internet through supervised model-

ing based on structural features. (Talvensaari, Laurikkala, 

Juhola, & Keskustalo, 2007) presented a method to create 

comparable corpus by using relative term frequency 

(RAFT) value from collections in very different in origin. 

(Shang et al., 2017) proposed a framework, AutoPhrase, 

which extract high-quality phrases from the public 

knowledge base in an effective and automatic manner with-

out the availability of POS tagger and rules designed by 

human experts. (Hashemi, Shakery, & Faili, 2010) align 

documents crawled from BBC news in different languages 

by comparing the similarity of document topics and corre-

sponding publishing dates. In (Yasuda & Sumita, 2008) the 

authors reported an approach to translate original article 

and translate it into another language, then calculate the 

evaluation scores upon the translated and original articles. 

The evaluation is utilized to predict the similarity between 

two original Wikipedia articles. 

In many recent researches, neural networks models are also 

proposed on the subject of extraction parallel sentences 

from comparable corpus, in (Chenhui Chu Raj Dabre, 2016) 

the author proposed a new method to first train a filter using 



a seed parallel corpus and then use this filter to classify par-

allel sentence candidates. 

3. Methods 

3.1 Comparable Corpus 

A noisy parallel corpus contains bilingual sentences that 

are not perfectly aligned or have poor quality translations. 

Nevertheless, most of its contents are bilingual translations 

of a specific document. 

A comparable corpus is built from non-sentence-aligned 

and untranslated bilingual documents, but the documents 

are topic-aligned. 

This article mainly uses the Internet to collect corpora, 

which will eventually be used in the construction of com-

parable Chinese-English-Tibetan corpora. The collected 

linguistic data should be of high research value while guar-

anteeing its stability and extensiveness. The obtained net-

work text corpora are basically from Translation portal for 

Tibetan, Chinese, and English. In order to ensure the prac-

ticality of the trilingual data, we have collected a large 

amount of news corpora because of the high accuracy of 

news linguistic materials, clear logical logic, and certain 

representation. The corpora of this article are partly from 

Xinhua.net and people.com. Some of the nets come from 

their own data. The scale of the collected corpus is shown 

in Table 1. 

Language Xinhua  People.com.cn In-house Total 

Chinese  3200 2500 5600 11300 

English  2900  2450 3600 8950 

Tibetan  2000  2400 5600 10000 

Table 1: Comparable Corpus size in document counts. 

 

In this paper, we use the similarity descending order to set 

the threshold value for selecting the comparable expecta-

tion. The experimental steps for putting the similarity 

greater than the threshold value into the comparable predic-

tion library are as follows: 

1. Filter the sample data 

2. Segment the sample corpora, remove the stop 

words, and add the word bag model 

3. Calculate the feature vectors of each word in the 

word bag and use these feature vectors to repre-

sent the document vector 

4. Train the model and calculate the index with the 

calculated feature vector values 

5. Mapping the trained sample corpora and candi-

date corpora to a two-dimensional space to calcu-

late the Euclidean distance 

6. Tag the text part-of-speech and filter the text not 

within the score range 

7. Threshold Similarity Filtering, Compliant Docu-

ments Added in Comparable Languages, Deletes 

Not Threshold 

Delete the corpus with accuracy less than 80%, and add the 

accuracy higher than 80% to the corpus3.2 3.2 Training 

Word Vector Words vector training for Tibetan, Chinese, 

and English trilingual words is performed using word2vec. 

Training samples are collected news corpus and own cor-

pus. 

3.2 Training word embedding 

Word embedding is the collective name for a set of lan-

guage modeling and feature learning techniques in natural 

language processing (NLP) where words or phrases from 

the vocabulary are mapped to vectors of real numbers. 

Conceptually it involves a mathematical embedding from a 

space with one dimension per word to a continuous vector 

space with much lower dimension. Methods to generate 

this mapping include neural networks (Bengio, Ducharme, 

Vincent, & Janvin, 2003),dimensionality reduction on the 

word co-occurrence matrix, and explicit representation in 

terms of the context in which words appear. Word and 

phrase embeddings, when used as the underlying input rep-

resentation, have been shown to boost the performance in 

NLP tasks such as syntactic parsing and sentiment analysis. 

Words vector training for Tibetan, Chinese, and English tri-

lingual words is performed using word2vec. Training sam-

ples are collected news corpus and own corpus. 

In this work, each word is export to a vector(Le & Mikolov, 

2014) . The concatenation or sum of the vectors is then used 

as features for prediction of the next word in a sentence. 

More formally, given a sequence of training words 

{𝑤1, 𝑤2, … , 𝑤𝑇}, the objective of the word vector model is 

to maximize the average log probability: 

1

𝑇
∑ log p(𝑤𝑡|𝑤𝑡−𝑘 , … , 𝑤𝑡+𝑘)

𝑇

𝑛=1

 

The prediction task is typically done via a multiclass clas-

sifier, such as softmax. There, we have: 

p(𝑤𝑡|𝑤𝑡−𝑘, … , 𝑤𝑡+𝑘) =
𝑒𝑦𝑤𝑡

∑ 𝑒𝑦𝑖𝑖
 

3.3 Sentence Alignment Technique 

Large corpora used as training sets for machine transla-

tion algorithms are usually extracted from large bodies of 

similar sources, such as databases of news articles written 

in the first and second languages describing similar events. 

However, extracted fragments may be noisy, with extra el-

ements inserted in each corpus. Extraction techniques can 

differentiate between bilingual elements represented in 

both corpora and monolingual elements represented in 

only one corpus in order to extract cleaner parallel frag-

ments of bilingual elements. Comparable corpora are used 

to directly obtain knowledge for translation purposes. 

High-quality parallel data is difficult to obtain, however, 

especially for under-resourced languages. 

Comparability is an important indicator of internal evalua-

tion of comparable corpus. The current academic commu-

nity does not clearly define its concept, but it is usually 

closely related to the concept of similarity. In most cases, 

the comparable degree of corpus can be considered as its 



similar degree. We believe that comparability can be under-

stood as the degree of similarity of the comparable corpus 

in terms of authorship, time, space, genre, source, domain, 

etc., or body and body information (grammar morphology, 

semantic content, pragmatic characteristics, etc.). This arti-

cle mainly investigates the comparability of the comparable 

content of the Chinese-Tibetan-English news corpus, i.e. 

the similarity. Sentence similarity is calculated as follows: 

Suppose the sentence 𝑇1 consists of n words, each word's 

word frequency weight is set to 𝑞𝑛 , then there are:𝑇1 =
{𝑞1, 𝑞2, … , 𝑞𝑛},  𝑇1 is a multidimensional vector; Let sen-

tence 𝑇2 be composed of 𝑛  words. The word frequency 

weight of each word is set to 𝑤𝑛 . Then there are: 𝑇2 =
{𝑤1, 𝑤2, … , 𝑤𝑛},  , 𝑇2 is a multidimensional vector; then  𝑇1 

and 𝑇2 similarity Sim(𝑇1, 𝑇2) is calculated as: 

Sim(𝑇1, 𝑇2) = cos 𝛼 =
∑ (𝑞𝑖 × 𝑤𝑖)

𝑛
𝑖=1

√∑ 𝑞𝑖
2𝑛

𝑖=1 × √∑ 𝑤𝑖
2𝑛

𝑖=1

 

The corpus constructed can improve the use of corpus and 

its application scope by improving the alignment methods, 

corpus segmentation processing, similarity calculation, and 

the establishment of comparable relationships. 

4. Experiments 

In our experiments, we firstly train word embedding for 

Chinese, Tibetan and English with collected comparable 

corpus using fasttext 1 . And then two separate machine 

translation (MT) models were trained bi-directionally for 

two language pairs, namely Chinese⟷ English and Chi-

nese⟷ Tibetan. For the former language pairs we used 

Google’s NMT (Neural Machine Translation) system2 due 

to WMT officially provides large amount training datasets. 

For the latter ones, given we have no access to enough Chi-

nese-Tibetan parallel corpus, and as reported in (Chen, Liu, 

Cheng, & Li, 2017), training NMT models on low-resource 

language pairs usually perform poorly than SMT (Statisti-

cal Machine Translation) systems, we turn to Moses SMT 

toolkit 3to train the model. 

After training the MT models, the whole trilingual compa-

rable corpus is processed with language dependent sen-

tence segmenter. And then translate these sentences in to its 

corresponding languages. 

We evaluate sentence similarity in two metrics: BLEU 

(Papineni, Roukos, Ward, & Zhu, 2002) score of original 

sentence and translated sentence (Yasuda & Sumita, 2008) 

and Cosine similarity (Luo, Zhan, Wang, & Yang, 2017) 

between the embeddings of the two sentences aforemen-

tioned. 

The aligned sentences is pipelined into retraining process 

of both NMT and STM systems to gradually improve sys-

tem’s performance in a repeated iterative manner. 

5. Conclusion 

                                                           

1 https://github.com/facebookresearch/fastText 

2 https://github.com/tensorflow/nmt 

This paragraph collects and collates comparable corpus 

through the Internet, and gives a detailed account of the 

construction techniques and scale, uses word2vec to vec-

torize the collected corpora, and proposes a method for con-

structing a Chinese-English-Chinese-English comparative 

corpus. a corpus with a total of one million words, and eval-

uates the similarity calculation methods of sentences and 

the comparability of corpus. 
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