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Abstract
This paper presents an enriched frame-based multilingual lexicon covering the domains of Tourism and Sports, which supports a personal travel assistant application – m.knob – developed to help tourists get recommendations of attractions and activities, as well as to communicate with other tourists and service providers, in the context of major international sports events, such as the Summer Olympics. Recommendations are provided through frame-based automated categorization of tourist attractions based on semantic information extracted from tourists’ comments on online platforms, which are then matched to semantic information extracted from the input the user inserts in a conversational user interface.
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1. Introduction
Events such as the Summer Olympics provide the meeting of people from different parts of the world, who have different interests related to tourist attractions and sports, as well as speak different languages. Therefore, major international events like this one call for multilingual tools that can assist tourists in their choices related to places to eat or visit, sports events to attend, and so on.

Also, planning a trip or leisure activity requires different types of information about a tourist attraction or event. Many travel guides can assist in bringing information about places, how to get there, what to do, or even the temperature and weather conditions at any given time of the year. Likewise, these tools often focus on prominent attractions or more general information that aid in the basic planning for a trip. However, travel guides do not provide specific information that many tourists may need when planning a trip, such as which attraction is better for a rainy day or which museum is interesting for children. This information is either subjective and subject to change or is scattered around the text. While this kind of information may be available on online platforms in the form of comments and reviews posted by users, reading them all is a task incompatible with the dynamism of a trip.

Considering this context, an automatic analysis of these comments could generate more useful information to the tourist, especially if they are made available in an interactive and dynamic platform. It is not only a matter of extracting if the general impression about a certain attraction is positive or negative, an already classic task in Natural Language Processing (NLP), but also to go beyond such classification, bringing more specific information that helps the user make decisions. In addition, this specific information can also help the tourist to choose the sports disciplines, considering the context of the Olympic games, and to find the places where the competitions take place, since sports are also a type of leisure activity searched by tourists in this context.

This work is developed under the m.knob (Multilingual Knowledge Base) project of the FrameNet Brasil Computational Linguistics Laboratory at the Federal University of Juiz de Fora. Such a project is developing a personal travel assistant in the form of a chatbot with which tourists can interact using natural language to get recommendations for attractions, places to eat and leisure activities.

In this context, this paper aims (a) to show how the modeling was carried out, and (b) to present an automated categorization methodology for tourist attractions based on semantic information extracted from comments posted to online platforms. Such a methodology provides for the existence of an analyzer that extracts the semantic information from the comments and translates it into a cluster of frames. The system also generates clusters from the user’s inputs and later maps the similarities between the clusters, suggesting attractions and tourist activities that can adhere to the user’s interests.

2. Frame Semantics and FrameNets
Frame Semantics is an approach to lexical semantics whose main assumption is that meanings are relativized to scenes (Fillmore, 1977), that is, to frames. Fillmore (1985) proposes an approach to semantics based on language understanding, analyzing the linguistic choices made to produce utterances so that they convey beliefs about the world, experiences, and the way speakers see things. Frames are defined as a system of concepts related in such a way that “to understand one of them, it is necessary to understand the whole structure in which it fits” (Fillmore 1982, p. 111).

The main application of Frame Semantics is FrameNet, a project started in the International Computer Science
Institute (ICSI), by Charles Fillmore, with the purpose of providing, through the exposition of Lexical Units (LUs), the frames evoked by these LUs, identified by the Frame Elements (FEs) that constitute them. By FEs, we mean any semantic role specifically defined in the frame. FEs provide additional information to the semantic structure of the sentence. LUs, in turn, are pairings of lemmas and the frames they evoke (Fillmore, 1982). The analyses performed on the LUs, therefore, provide us with a description of their syntactic valency properties (grammatical functions and syntagmatic types that co-occur in the syntactic locality of the lexical item) and semantics (frame elements instantiated by these valents).

Figure 1 shows the Attracting_tourists frame, its FEs and LUs. There’s also a definition of the frame, as well as one for its core FEs – ATTRACTION, PLACE and TOURIST – and their definitions as well.

Based on FrameNet, lexical resources are being developed for different languages such as German (Boas et al., 2006), Japanese (Ohara et al., 2004), Spanish (Subirats & Petruck, 2003), Chinese (You & Liu, 2005), Swedish (Borin et al., 2010) and Brazilian Portuguese (Salomão, 2009). Similarly to Berkeley FrameNet, FrameNet Brasil follows the same methodology with a team of linguists and computer scientists who are involved in various fields of research, from the construction of lexical resources to the development of applications for natural language understanding. We now turn to one of such applications developed by FrameNet Brasil: m.knob.

3. Multilingual Knowledge Base

Multilingual Knowledge Base (m.knob) is a travel assistant app that offers personalized information to tourists about the specific domains of Tourism and Sports. The alpha version of the app was released during the Rio 2016 Summer Olympics and has been redesigned to include other functions in its beta version.

The app covers three languages – Brazilian Portuguese, English and Spanish – and has two main functions, (i) a chatbot providing recommendations on tourist attractions and activities; and (ii) a semantically enhanced sentence translator algorithm based on frames and qualia relations (Pustejovsky, 1995).

The Tourism domain was modeled in a previous application: the 2014 World Cup Dictionary. Torrent et al. (2014) developed a frame-based trilingual electronic dictionary for the 2014 World Cup, covering the domains of Football, Tourism and the World Cup in the same three languages. The modeling carried out for the Tourism domain (Gamonal, 2013; Gomes, 2014; Souza, 2014) included, at first, 40 frames. For m.knob, it has been revised and improved to cover other aspects of the travel experience, and currently features 58 frames, 16 of which already existed in the Berkeley FrameNet Data Release 1.7. As for the Sports Domain, Costa & Torrent (2017) created 29 new frames and used 4 frames from Berkeley FrameNet 1.7. Currently, the m.knob lexicon comprises a total of 5,152 LUs: 1,671 for Brazilian Portuguese, 2,551 for English, 930 for Spanish.
The process of modeling the Tourism and Sports domains, besides creating new frames, also led to the enrichment of FrameNet Brasil to the extent that it incorporated new relations to the database. This process is discussed next.

3.1 Modeling the Tourism and Sports Domains

The process of creating and modeling the frames for Tourism and Sports adopted a bottom-up approach and started with the compilation of trilingual corpora related to the domains. Texts were extracted from travel guides and blogs, governmental portals on tourism and on the Olympics, as well as from sports manuals and websites of associations of each Olympic sport. The corpus compilation tool used was Sketch Engine (Kilgarriff et al., 2014).

Next, candidate terms in the corpus were extracted using TermoStat (Drouin, 2003) and the context in which they occur is analyzed to both (i) validate the term as evoking a frame related to the relevant domains, and (ii) expand the list of candidate terms. Example sentences were then analyzed to provide the basis for the proposition of the frames. Finally, the resulting proto-frames were then refined – based on the literature on tourism (Gamonal, 2013) and on the rules of the Olympic sports –, and related to one another in a network, using the frame-to-frame relations originally defined by Berkeley FrameNet (Ruppenhofer et al., 2016). The resulting model for the Sports domain is presented in Figure 2.

Besides the frames and LUs modeling the specific terminology of Sports and Tourism, the m.knob lexicon also contains domain general frames and LUs relevant to the description of tourist and sports attractions. Such frames and LUs were selected from the Berkeley FrameNet data release 1.7 and expanded into Brazilian Portuguese and Spanish. This selection was based on a pilot study in which a corpus of 3,495 comments written in English about 939 tourist locations in San Francisco was analyzed semi-automatically in a three-step procedure:

- first, candidate LUs were automatically extracted from the corpus, by comparing the word forms in the comments to those associated to LUs – and, therefore, frames – in Berkeley FrameNet;
- second, frames were ranked from the most to the least frequent, regardless of the LU evoking them;
- third, annotators in the FrameNet Brasil team manually checked which frames were actually relevant and which of them were irrelevant to the domains.

Among the examples of relevant frames are Stimulus_focus (evoked by LUs such as great.a, beautiful.a, interesting.a), Expensiveness (expensive.a, cheap.a), Kinship (son.n, grandfather.n), People_by_age (child.n, senior.a), Locales_by_use (museum.n, church.n), Natural_features (LUs such as beach.n and valley.n) and so on. Frames were judged as irrelevant mostly when the word forms triggering their recognition by the system should actually point to another frame, or to no frame at all in the context of the comments. The parade examples are the Performers_and_roles (evoked by be.v) and the Sex (evoked by have.v) frames. Both be.v and have.v are very frequent in the comments, but not in the senses of playing some character or having sex, respectively.

The pilot study resulted in the incorporation of 250 Berkeley FrameNet frames to the m.knob lexicon. English LUs evoking those frames were imported into the database from the data release 1.7. Brazilian Portuguese and Spanish LUs are being created in those frames through the regular expand process used in FrameNet Brasil (Torrent & Ellsworth, 2013).
The conceptual structure represented by the m.knob lexicon is a graph. Nodes in this graph include lemmas, LUs, frames and FEs. The arcs in this graph are the several relations between those nodes, such as the frame-to-frame relations currently used by most – if not all – framnet, but also new ones, which were created by FrameNet Brasil, such as FE-to-frame, qualia and metonymy relations.

Because the m.knob lexicon is meant to be used as the basis for a recommendation system and a sentence translator, new relations were added to the database apart from those originally created by Berkeley FrameNet – illustrated in Figure 2 – either to provide more specific links – connecting LUs instead of frames –, or to account for the definition of the entities participating in an event and for the possible metonymic relations between those entities.

The first set of new relations, those connecting LUs, was adapted from Pustejovsky’s (1995) qualia (Costa & Torrent, 2017). So far, three different qualia were implemented in the m.knob database: formal, constitutive and telic. The formal quale is used to indicate that a given LU has the same ontological type of another, more generic LU. It is a *is-a* relation and is used to indicate, for example, that *taphouse.n*, *sports.bar.n* and *porthouse.n* are a *bar.n*.

The constitutive quale indicates that the referent of a given LU functions as a part or content of the referent of another LU. It indicates for example that *bleachers.n* and *field.n* are parts of a *stadium.n*. Finally, the telic quale is used, in m.knob, to indicate either the inherent purpose of an object or the actions prototypically performed by an agent. It is used to indicate, for example, that the *ace.n* in a soccer team usually scores a *goal.n*, but not an *ace.n*, which is prototypically performed by a *tennis.player.n*.

The second set of new relations models the fact that participants in a frame can be defined in terms of other (entity) frames, and also that, in some cases, they can be represented metonymically. Using the Attracting_tourists frame (Figure 1) as an example, an FE-to-frame relation models that the PLACE FE may be defined in terms of the Locale frame, while the TOURIST FE may be defined in terms of the People frame (Figure 3). Additionally, inside the People frame, a FE-to-FE Metonymy relation indicates that the non-core FE ORIGIN, may stand for the core FE PEOPLE (Gamonal, 2017).

Changes as the one just described, allow m.knob to extract, from (6), that the Attracting_tourists frame was evoked in the sentence, because:

- first, an FE-to-frame relation links *city.n*, in the Political_locale frame to the FE PLACE, via the Locale frame;
- second, the Metonymy relation creates a link between *Brazilian.a* and *people.n* – or any other LU in the People frame;
- third, an FE-to-frame relation links *Brazilian.a* to the FE TOURIST, via the People frame.

(6) The city lures Brazilians with beautiful beaches and nice shops.

This kind of structure is then key to m.knob’s recommendation system, which will be presented in section 3.2.

3.2 Automated Categorization of Attractions

Although the collaborative culture of the internet has made subjective assessments of tourist attractions available through diverse tools, this is still not enough for the user to take advantage of this information, given the impossibility of reading all the comments when planning a trip. The application described in this work overcomes these limitations through a categorization algorithm that uses the m.knob lexicon to generate detailed semantic representations of attractions and events.

Based on the algorithmic categorizer, the system parses comments posted to online platforms and extracts the meaning of the candidate words. In a first stage, the set of frames evoked in the comments is gathered. Then, the evoked frames are weighed as to their frequency in the data. In a third step, the frame clusters representing each place are derived and stored in the m.knob database, as well as additional information about the place itself, such as its name, opening hours, location and, very important, its type in the online platform. Such types are stored also in the m.knob lexicon, in the form of LUs such as *bar.n*, *park.n*, *beach.n* and so on. Place types are usually the dominant node of formal quale relations, as the ones exemplified in section 3.1.

On the other end, a conversational user interface, namely a chatbot, provides the user with the possibility of entering, in one of the three languages covered by the resource, what she’d like to do. In the final stage, the system provides the tourist with recommendations resulting from a cluster matching process between the semantic representation generated for the user’s input and those generated for the attractions from the analysis of the comments.
As an example, consider that one user enters sentences (7), (8), (9) or (10) to the chatbot system.

(7) Quero passear com a minha família.
    I want to go out with my family.
(8) Quero passear com a minha família à noite.
    I want to go out with my family tonight.
(9) Quero ter contato com a natureza.
    I want to be close to nature.
(10) Quero passear com a minha família em contato com a natureza.
    I want to go out with my family to be close to nature.

First, the system extracts the LU candidates from the sentences and finds in the m.knob lexicon the correspondences shown in Table 1.

<table>
<thead>
<tr>
<th>Br-PT LU</th>
<th>En Gloss</th>
<th>Frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>passear.v</td>
<td>go out</td>
<td>Going_places</td>
</tr>
<tr>
<td>família.n</td>
<td></td>
<td>Kinship</td>
</tr>
<tr>
<td>contato.n 1</td>
<td>be in contact with</td>
<td>Contacting</td>
</tr>
<tr>
<td>contato.n 2</td>
<td>be close to</td>
<td>Spatial_contact</td>
</tr>
<tr>
<td>natureza.n</td>
<td>nature</td>
<td>Natural_features</td>
</tr>
</tbody>
</table>

Table 1: LUs found in sentences (7-10) and the frames they evoke in the m.knob lexicon

Second, using the relations between frames, FEs and LUs described in section 3.1, the system disambiguates the lemmas pointing to more than one LU. In this example, contato.n ‘contact’ is an ambiguous lemma, since it could refer to both an LU in the Contacting frame and one in the Spatial_contact frame. However, in the user input, it appears close to natureza.n ‘nature’, which evokes the Natural_features frame. Based on that, the system infers that Spatial_contact is more likely, because the distance – in terms of the relations described in 3.1 and also those common to FrameNet, such as Inheritance, Perspective and so on – between this frame and Natural_features is shorter than that between Contacting and Natural_features (see Torrent et al., 2014 for a description of the frame disambiguation system).

Third, the system generates a semantic cluster to represent the user query. In this process, it takes two other kinds of linguistic information into account, besides the LUs found in the query: words that do not evoke frames, but appear both in the user input and in the comments – such as noite.n ‘night’, for example –, and other LUs evoking the frames in the query – such as filho.n ‘son’, pai.n ‘father’, mother.n ‘mãe’, in the Kinship frame, and montanha.n ‘mountain’ in the Natural_features frame. That way, the system, once again, makes use of the network-like infrastructure of FrameNet to broaden the linguistic bases used for recommendation.

Next, the cluster representing the query is to be matched to those representing places to be recommended. This is made possible by: first, turning the cluster into a graph in which LUs, frames, and other words are nodes and the relations connecting them in the m.knob lexicon are arcs, and, second, by applying spreading activation techniques to this graph to find which of the places in the database is the best fit for the user query (see Matos et al., 2017 for a description of the spreading activation process used in FrameNet Brasil).

For the sake of exemplification, let’s assume that the m.knob database has six places which are potentially relevant to queries (7-10). By applying the first three steps described for the analysis of the user query to the comments written about those places – namely, LU candidate extraction, frame disambiguation and semantic cluster generation –, the system derives a semantic cluster representing each place, as shown in Table 2.

Such clusters are also represented as graphs, whose nodes will be activated in the cluster matching process. In the end, the places the system will recommend to the user are those with the highest activation levels achieved based on the user input and how it matches to the semantic representation of the place.

<table>
<thead>
<tr>
<th>Place #</th>
<th>LUs</th>
<th>Frames</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place 1</td>
<td>contato.n, 2 natureza.n</td>
<td>Spatial_contact Natural_features</td>
<td></td>
</tr>
<tr>
<td>Place 2</td>
<td>contato.n, 2 natureza.n</td>
<td>Spatial_contact Natural_features</td>
<td></td>
</tr>
<tr>
<td>Place 3</td>
<td>passear.v, familia.n</td>
<td>Going_places Kinship</td>
<td></td>
</tr>
<tr>
<td>Place 4</td>
<td>passear.v, familia.n</td>
<td>Going_places Kinship</td>
<td></td>
</tr>
<tr>
<td>Place 5</td>
<td>passear.v, familia.n</td>
<td>Going_places noite.n</td>
<td></td>
</tr>
<tr>
<td>Place 6</td>
<td>contato.n, 2 natureza.n passear.v familia.n</td>
<td>Spatial_contact Natural_features Going_places Kinship</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: LUs, frames and other relevant words in the clusters describing Places 1-6 in the m.knob database

Hence, given, for example, the user input in (7), the system would recommend Places 3, 4, 5 and 6, all of them with an activation level of 1.9368, as shown in Figure 4.

Note that the activation process starts by setting the activation value of each LU in the query to 1.000. Then, every time the activation spreads to another node via an arc, this value is reduced. When a node is activated by more than one path, activation values are added up in the final node.

For the user input in sentence (8), once again Places 3, 4, 5 and 6 are activated. However, Place 5 has a higher activation value [1.9611], as shown in Figure 5, and would then be recommended as the best-fit option to the user query. This is so because both the query in (8) and Place 5 feature the word noite.n, demonstrating that additional information provided by the user may help the system provide better recommendations.

As for sentence (9), the activation process yields Places 1, 2 and 6 as equally good recommendations. However, if the user input is (10), then all places are activated, but Place 6 gets a higher activation score [3.8710], as shown in Figure 6.
On the side of the lexicon, there’s, first, the need to balance the number of LUs for each language. Currently, the number of LUs in Spanish is half of that in Brazilian Portuguese, which, in turn, is 50% lower than that of English LUs. Second, the consistency of the newly created relations in the database must be checked.

On the side of the algorithm, the clusterization process operating on the comments uses n-grams to delimit the scope of the lemma disambiguation process. This is not ideal, since n-grams do not capture the structural relations between the lexical items, and, the m.knob lexicon, on the other hand, models plenty of those relations. In the future, we plan to substitute the use of n-grams by the constructional parser being developed by FrameNet Brasil (Matos et al., 2017).

5. Acknowledgements

The m.knob project is funded by CNPq Grant No. 448990-2014/8 and by FAPEMIG Grant No. CHE-APQ-00471/15.

6. Bibliographical References


