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Abstract
This article describes our submissions to the BUCC 2018 shared task on parallel sentence extraction from comparable corpora. Our
approach is based on variants of the STACC method, which computes similarity on expanded lexical sets via Jaccard similarity. We apply
the weighted variant of the method to all four language pairs of the task, demonstrating the efficiency and portability of the approach.
Additionally, we introduce a variant which further penalizes mismatches in terms of named entities, improving over the already strong
weighted variant baseline in most cases. Our approach reached the highest results in all scenarios, with scores over 80% in terms of
f1-measure and 90% in precision.
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1. Introduction

The exploitation of comparable corpora is an important
research area (Munteanu and Marcu, 2005; Sharoff et
al., 2016), as it contributes to the creation of the parallel
corpora that are needed for multilingual natural language
processing tasks such as data-driven machine translation
(Brown et al., 1990; Bahdanau et al., 2015) or automated
bilingual dictionary creation (Rapp, 1995).

Extracting parallel sentences from comparable corpora is
a challenging task, which has given rise to the develop-
ment of a wide range of approaches over the years. Thus,
interesting results have been notably obtained with meth-
ods based on suffix trees (Munteanu and Marcu, 2002),
maximum likelihood (Zhao and Vogel, 2002), binary clas-
sification (Munteanu and Marcu, 2005), cosine similar-
ity (Fung and Cheung, 2004), reference metrics over sta-
tistical machine translations (Abdul-Rauf and Schwenk,
2009; Sarikaya et al., 2009), feature-based approaches
(Stefănescu et al., 2012; Smith et al., 2010) or deep learn-
ing with bidirectional recurrent neural networks (Grégoire
and Langlais, 2017), among others.

For our participation in the BUCC 2018 shared task on ex-
tracting parallel sentences from comparable corpora, we
followed the STACC approach of (Etchegoyhen et al., 2016;
Etchegoyhen and Azpeitia, 2016), which is based on Jac-
card similarity (Jaccard, 1901) over lexical sets, with ad-
ditional set expansion operations to address named entities
and morphological variation.

We selected as our baseline the weighted variant of the ap-
proach (Azpeitia et al., 2017), which proved highly suc-
cessful on the BUCC 2017 shared task (Zweigenbaum et al.,
2017), and applied the approach to all four language pairs
in the 2018 task. Additionally, we designed a variant of
this approach which further penalizes mismatches in terms
of named entities, showing that it improves over the strong
weighted STACC baseline in most cases.

The results obtained in this shared task confirm the effi-
ciency and portability of our approach, and additionally
demonstrate the specific importance of named entities for
parallel sentence extraction from comparable corpora.

2. STACC
The STACC approach has been described and explored in
detail in (Etchegoyhen and Azpeitia, 2016), and we briefly
summarise below how similarity is computed with their
method.
Let si and sj be two tokenised and truecased sentences in
languages l1 and l2, respectively, Si the set of tokens in si,
Sj the set of tokens in sj , Tij the set of lexical translations
into l2 for all tokens in Si, and Tji the set of lexical trans-
lations into l1 for all tokens in Sj .
Lexical translations are initially computed from sentences
si and sj by retaining the k-best translations for each word,
if any, as determined by the ranking obtained from the lexi-
cal translation probabilities computed with IBM word align-
ment models (Brown et al., 1990). The sets Tij and Tji that
comprise these k-best lexical translations are then expanded
by means of two operations:

1. For each element in the set difference T ′ij = Tij − Sj
(respectively T ′ji = Tji − Si), and each element in
Sj (respectively Si), if both elements share a common
prefix with minimal length of more than n characters,
the prefix is added to both sets. This longest common
prefix matching strategy is meant to capture morpho-
logical variation via minimal computation.

2. Numbers and capitalised truecased tokens not found
in the translation tables are added to the expanded
translation sets. This operation addresses named enti-
ties, which are strong indicators of potential alignment
given their low relative frequency and are likely to be
missing from translation tables trained on different do-
mains.

With source and target sets as defined here, the STACC sim-
ilarity score is then computed as in Equation 1:

stacc(si, sj) =

|Tij∩Sj |
|Tij∪Sj | +

|Tji∩Si|
|Tji∪Si|

2
(1)

Similarity for the core metric is thus defined as the average
of the Jaccard similarity coefficients obtained between sen-
tence token sets and expanded lexical translations in both
directions.



2.1. STACCw

In (Azpeitia et al., 2017), the STACCw variant of the core
method is described, where set membership values of 1
in the original approach are replaced with lexical weights.
The weights are computed according to Equation 2, where
f(wi) is the relative frequency of word wi and α is a pa-
rameter controlling the smoothness of the curve.

W (wi) =
1

e
√
α·f(wi)

(2)

Weighting can be computed on each monolingual corpus to
be aligned, as will be the case for all the results reported
in this paper, or on separate monolingual corpora. STACCw
similarity is computed according to the weighted Jaccard
similarity formula described in Equation 3, for a given lex-
ical translation set T and token set S:

WJ (T, S) =

∑
wm∈{T∩S}

W (wm)∑
wn∈{T∪S}

W (wn)
(3)

The complete weighted similarity score is thus computed
according to Equation 4.

staccw(si, sj) =
WJ(Tij , Sj) +WJ(Tji, Si)

2
(4)

This variant was rather successful on the BUCC 2017 shared
task, as it significantly improved over the baseline version
of STACC, which would have already obtained the best re-
sults on all metrics in the two language pairs alignment sce-
narios in which the system participated.

2.2. STACCwp

For this version of the BUCC shared task, we introduced a
new variant, based on STACCw and on a penalty oriented
towards named entity mismatches.
Both STACC and STACCw include a treatment of named en-
tities, defined in terms of surface forms, by including in the
expanded translation sets both capitalised words and num-
bers. Intuitively though, named entities might be thought of
as playing an even stronger role than simply participating
in determining similarity: when glancing over sets of com-
parable sentences, checking mismatches in terms of named
entities between a given pair of sentences seems an efficient
method to at least quickly discard improbable alignments.
We tested this hypothesis by first defining a penalty as in
Equation 5, where Ni and Nj denote the sets of surface-
form entities in the source and target sentence, respectively.

nep(si, sj) =
|(Ni −Nj) ∪ (Nj −Ni)|

|Si ∪ Sj |
(5)

The penalty is thus defined in terms of set differences, tak-
ing as numerator the union of entities that are present in one
sentence but not in the other. By defining the denominator
as the union of all tokens in the source and target sentences,
the measure is bound between 0 and 1, and a higher penalty
will be assigned to sentence pairs with larger numbers of
mismatching entities.

For this STACCwp variant, the penalty is included in the
computation of the final score according to Equation 6.

staccwp(si, sj) = staccw(si, sj)− nep(si, sj) (6)

Thus, this variant preserves the successful core weighted
metric for all cases where either no entities are present in
the source and target sentences, or when the same entities
are present in both sentences. The penalty complements
the core metric by gradually reducing the overall score as
entity mismatches increase between the source and target
sentences.

3. BUCC 2018 Shared Task
The BUCC 2018 shared task on parallel sentence extraction
from comparable corpora1 consists in identifying transla-
tion pairs within two sentence-split monolingual corpora.
It involves four language pairs and we applied the variants
of our approach in all four alignment scenarios. The organ-
isers provided three datasets for each language pair, whose
statistics are described in Table 1; gold reference pairs were
provided for the training and sample sets.

3.1. Experimental Settings
The volumes of data selected for the task makes it unrealis-
tic to compute the alignments over the Cartesian products of
source and target sentences. Thus, we use the STACC sys-
tem in cross-language information retrieval (CLIR) mode,
where target sentences are first indexed using the Apache
Lucene toolkit 2 and retrieved by building a query over the
expanded sets created from each source sentence.
This strategy drastically reduces the computational load, at
the cost of missing some correct alignment pairs. Similarity
is computed for each source sentence against all retrieved
candidates and a final optimisation is applied to enforce 1-1
alignments, a process which has been shown to improve the
quality of alignments (Etchegoyhen and Azpeitia, 2016).
For each language pair, weighting was computed on each
monolingual corpus composing the pair to be aligned.
Translation tables were generated with the GIZA++ toolkit
(Och and Ney, 2003) for all language pairs but Russian-
English, for which word alignments were computed with
FastAlign (Dyer et al., 2013).
To train the word alignment models, we followed the ap-
proach in (Azpeitia et al., 2017) and created generic cor-
pora via bilingual perplexity-based sampling, with an arbi-
trary upper data selection bound to avoid over-representing
individual corpora. Note that, due to time availability to
prepare our submissions, this method was not applied to
our two new language pairs, Russian-English and Chinese-
English, for which we only used the MULTIUN corpus, in
totality for the former, and a sample of approximately 2
million for the latter. Table 2 describes the number of sen-
tence pairs selected for each language pair.3

1https://comparable.limsi.fr/bucc2018/bucc2018-task.html
2https://lucene.apache.org.
3All original corpora were downloaded from the OPUS repos-

itory (Tiedemann, 2012): http://opus.lingfil.uu.se/; the upper se-
lection bound was set to 500,000 sentence pairs after considering
the relative weights of the available corpora.



PAIR LANG
MONOLINGUAL GOLD

SAMPLE TRAIN TEST SAMPLE TRAIN TEST

DE-EN
de 32,593 413,869 413,884 1,038 9,580 9,550
en 40,354 399,337 396,534 1,038 9,580 9,550

FR-EN
fr 21,497 271,874 276,833 929 9,086 9,043
en 38,069 369,810 373,459 929 9,086 9,043

RU-EN
ru 45,459 460,853 457,327 2,374 14,435 14,330
en 72,766 558,401 566,356 2,374 14,435 14,330

ZH-EN
zh 8,624 94,637 91,824 257 1,899 1,896
en 13,589 88,860 90,037 257 1,899 1,896

Table 1: Task data statistics (number of sentences)

PAIR DATA
CORPUS

OPENSUBS MULTIUN EUROPARL JRC TED GENERIC

DE-EN
Original 11,473,328 103,490 1,776,292 449,818 138,243 13,941,171
Selected 500,000 103,490 500,000 449,818 139,243 1,692,551

FR-EN
Original 28,024,360 9,142,161 1,826,770 708,896 153,167 39,855,354
Selected 500,000 500,000 500,000 316,327 153,167 1,969,494

RU-EN
Original - 9,111,212 - - - 9,111,212
Selected - 9,111,212 - - - 9,111,212

ZH-EN
Original - 7,747,328 - - - 7,747,328
Selected - 1,831,016 - - - 1,831,016

Table 2: Generic data (number of sentences)

DATASET SYSTEM α th LUCENE P R F

SAMPLE STACCw (F) 250 0.15 99.04 95.09 91.51 93.27
SAMPLE STACCwp (F) 250 0.15 99.04 97.36 89.01 93.00
SAMPLE STACCwp (P) 250 0.16 99.04 99.21 85.54 91.87
TRAIN STACCw (F) 250 0.17 98.50 87.00 79.96 83.33
TRAIN STACCwp (F) 250 0.16 98.50 84.81 83.74 84.27
TRAIN STACCwp (P) 250 0.17 98.50 89.86 78.28 83.67
TEST STACCw (F) 250 0.17 98.65 88.06 80.86 84.31
TEST STACCwp (F) 250 0.16 98.65 86.81 84.27 85.52
TEST STACCwp (P) 250 0.17 98.65 91.47 79.16 84.87

Table 3: Results for DE-EN

DATASET SYSTEM α th LUCENE P R F

SAMPLE STACCw (F) 250 0.15 99.46 92.44 89.45 90.92
SAMPLE STACCwp (F) 250 0.14 99.46 92.26 91.07 91.66
SAMPLE STACCwp (P) 250 0.15 99.46 95.33 87.84 91.43
TRAIN STACCw (F) 250 0.16 96.84 78.43 79.23 78.83
TRAIN STACCwp (F) 250 0.16 96.84 83.93 77.58 80.63
TRAIN STACCwp (P) 250 0.17 96.84 87.81 71.69 78.93
TEST STACCw (F) 250 0.16 96.87 80.27 78.89 79.58
TEST STACCwp (F) 250 0.16 96.87 86.01 77.39 81.47
TEST STACCwp (P) 250 0.17 96.87 90.62 71.88 80.17

Table 4: Results for FR-EN

DATASET SYSTEM α th LUCENE P R F

SAMPLE STACCw (F) 250 0.12 100.00 91.27 89.49 90.37
SAMPLE STACCwp (F) 250 0.12 100.00 95.79 70.82 81.43
SAMPLE STACCwp (P) 250 0.13 100.00 98.82 65.37 78.69
TRAIN STACCw (F) 250 0.14 97.05 78.27 74.72 76.45
TRAIN STACCwp (F) 250 0.13 97.05 79.26 70.62 74.69
TRAIN STACCwp (P) 250 0.14 97.05 86.23 64.61 73.87
TEST STACCw (F) 250 0.14 97.15 80.37 74.74 77.45
TEST STACCwp (F) 250 0.13 97.15 79.82 70.73 75.00
TEST STACCwp (P) 250 0.14 97.15 88.64 64.19 74.46

Table 5: Results for ZH-EN



DATASET SYSTEM α th LUCENE P R F

SAMPLE STACCw (F) 250 0.15 97.81 95.42 86.98 91.01
SAMPLE STACCwp (F) 250 0.14 97.81 96.46 88.37 92.24
SAMPLE STACCwp (P) 250 0.15 97.81 97.94 84.16 90.53
TRAIN STACCw (F) 250 0.16 96.64 77.69 79.77 78.72
TRAIN STACCwp (F) 250 0.16 96.64 84.87 77.26 80.89
TRAIN STACCwp (P) 250 0.17 96.64 88.05 71.02 78.63
TEST STACCw (F) 250 0.16 96.81 79.44 79.34 79.39
TEST STACCwp (F) 250 0.16 96.81 86.31 76.83 81.30
TEST STACCwp (P) 250 0.17 96.81 89.91 70.67 79.14

Table 6: Results for RU-EN

Regarding STACC hyper-parameters, k-best lexical transla-
tions were limited to a maximum of 4 and the minimal pre-
fix length for longest common prefix matching was set to
4. Lucene indexing was based on words with length of 4 or
more characters, and a maximum of 100 candidates were
retrieved for each source sentence. For each language pair,
English was arbitrarily set to be the target language. For the
weighting function, α was set to 250 across the board, as it
was established in (Azpeitia et al., 2017) to be an optimal
setting overall.
We prepared three variants for the task and applied all three
on all four language pairs. The first variant is STACCw,
which we take to be our baseline, with an alignment thresh-
old set to maximise the f1-measure on the training set. The
second variant is the STACCwp method described in Sec-
tion 2.2., with an alignment threshold also set to maximise
the f1-measure.4 Finally, we submitted a third variant,
based on STACCwp but with a higher alignment threshold
meant to maximise precision, as in practical cases it may
be optimal to create smaller but more accurate bitexts from
comparable corpora.5

3.2. Results
Results on all datasets are shown in Tables 3, 4, 5 and 6,
along with the hyper-parameters used for each dataset and
the percentage of correct candidates retrieved via Lucene
indexing and retrieval. Our system competed with other
systems in FR-EN and ZH-EN, with our variants reaching
the highest scores on all three metrics;6 for DE-EN and RU-
EN, there were no other competing systems.
Since not all gold parallel sentences are known for this task,
the results shown here are minimum values, i.e. there may
be actually correct alignments identified as false positives.7

They are nonetheless satisfactory across the board, with

4Note that, for the German-English pair, the penalty was com-
puted with named entity sets that only comprised numbers, as
including capitalised words would have also captured common
nouns that are not part of the translation tables because of lexi-
cal coverage gaps in the corpora.

5In the tables, we add an (F) next to each variant name if the
alignment threshold was selected to optimise the f1-measure, and
a (P) if set for precision.

6This claim is based on the results provided by the organisers
as of this writing, which include the maximum scores obtained for
the task in terms of the three metrics.

7See (Zweigenbaum et al., 2017) for an analysis of the im-
proved results obtained via a sample-based complementary human
evaluation.

f1 scores above 80% on the test sets for French-English,
German-English and Russian-English, and precision above
90% for the same three pairs. Although slightly lower,
Chinese-English results are close to the 80% mark for the
f1 measure and at 89% in terms of precision, improving
over the best results obtained for this language pair on the
similar BUCC 2017 task by more than 30 f1-measure points
and over 40 points in terms of precision.
Our submission this year confirmed the efficiency of the
generic STACC approach on Russian and Chinese, two lan-
guages that exhibit marked differences with the other two
language pairs. Thus, these results further validate the
claim of portability for our approach.
As for the STACCwp variant we introduced this year, it
provided significant improvements over the already robust
STACCw method, with gains of up to two points in f1-
measure. Only for Chinese-English were the results lower
than with STACCw, a not completely unexpected result
given the peculiarities of Chinese in terms of named en-
tities as well. The results obtained with this variant confirm
the specific importance of named entities for the alignment
of comparable sentences, and the need to give them special
prominence when computing alignment scores.
Overall, we view the high scores obtained on all metrics in
all language pairs as satisfactory, especially considering the
large test sets used in the shared task.

4. Conclusion

We described our submission to the 2018 BUCC shared
task on the extraction of parallel sentences from compa-
rable corpora. Our contribution for this year was twofold.
We first applied our STACCw approach, which is based on
weighted set-theoretic operations on expanded lexical sets,
to all four language pairs proposed for the task. Addition-
ally, we introduce a variant which further penalizes mis-
matches in terms of named entities, improving over the al-
ready strong weighted variant baseline in most cases. This
variant is seamlessly integrated into STACC via a set-based
penalty computed over surface-defined named entities.
Our approach reached the highest results on all metrics
and in all scenarios, with scores over 80% in terms of f1-
measure and 90% in precision. The results from our par-
ticipation in the BUCC 2018 shared task thus demonstrate
the efficiency of the STACC approach in terms of quality of
extracted alignments and portability across language pairs.
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